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正文

随着智能设备的广泛普及应用，各大厂商陆续发布了智能手表、智能手环等穿戴设备，这些贴身设备几乎无不与健康相关。目前，智能穿戴设备能够精准且持续地采集用户的生理数据信息，如睡眠时长、睡眠心率[1]、运动时长[2]等等，运用这些数据预测生理状态能帮助我们维护身心健康。同时，由于这些数据的敏感性，如何避免信息泄露也成为了当前智能穿戴设备使用这些数据面临的问题。本项目拟使用神经网络对睡眠质量进行预测，并通过联邦机器学习在保护数据隐私的情况下提升模型质量，同时运用差分隐私进一步提高数据安全性。

随着生活节奏的日益加快，人们的工作压力也越来越大，很多人长期处于亚健康状态，还可能因睡眠得不到保障而埋下健康隐患。睡眠是人体自我更新过程中一个很重要的环节，是恢复体力、维持心理和生理健康的必要条件。良好的睡眠可使疲惫的人体更好地进行自我修复，从而保证精力的充沛；睡眠不佳则可能加剧人体疲劳，久而久之还容易引起其他的健康问题，如肥胖、抑郁症等。最近人们逐渐认识到睡眠健康的重要性，睡眠质量是人们预防疾病、调节生活方式的重要指标[3]。不过，普通用户在没有专业人士的引导下常常没法正确判断睡眠质量，因此通过智能设备预测睡眠质量具有重要意义。

然而，睡眠数据属于健康数据，与用户的隐私息息相关。从个人隐私来说，卡内基梅隆大学Latanya Sweeney的研究显示，基于邮编、性别、出生日期有87%几率识别出唯一个人身份，有18%几率还原出更多个人信息，比如住院信息，购物信息等等[4]。根据R B Altuman教授研究统计，只需75个统计上独立的但核算多态性位点即可唯一确定一个人[5]。通过比较易得的个人信息（性别，年龄，生日等）与健康信息（睡眠状况，病史信息等）结合可以轻易的推断一个人的个人隐私甚至身体状况、，这无疑是对个人隐私的极大侵犯。从政策来说，国务院办公厅把生物学资源和医疗大数据作为国家的基础战略资源，并将要求对数据使用进行严格控制。虽然睡眠数据不完全属于医疗数据，但是在某些条例中，如欧盟的GDPR（一般数据保护条例）要求对睡眠数据等健康数据进行保护，因此直接使用睡眠数据进行数据挖掘具有政策风险。但常规的脱敏方法很难做到对数据隐私性百分百的保护，而更加深度的脱敏方法会加重数据的扭曲和失真，导致数据可用性降低甚至出现负面效果。所以需要一种更有效的更具有隐私保护性质的方法，可以高效率高效用的利用数据。

现实生活中，除了少数巨头公司拥有海量数据，绝大多数企业都存在数据量少、数据质量差的问题，只使用本地数据的话，就会导致训练出的模型效果不理想。另外由于隐私保护、利益以及政策法规的限制，持有用户数据的各方也不愿意与他方分享数据，数据也往往以孤岛形式出现。想要打破数据孤岛这种局面就需要将各方数据综合起来，但如果数据持有方都将数据上传至一个平台，会使得海量数据面临泄露的风险。为了解决上述问题，有人提出联邦的学习方法，联邦机器学习使多方数据在保证数据安全和合法合规的基础上，共同建模、间接集合大量的数据，从而提升机器学习模型的效果[6]。

结合问题特点以及前人工作的铺垫，本项目拟采用联邦机器学习进行睡眠质量预测模型的训练，并辅以差分隐私提高数据安全性。联邦机器学习技术及数据隐私保护大会上明确提出了“联邦机器学习”这个概念[7]。联邦机器学习是一种可以保护数据隐私的分布式机器学习，用以解决数据孤岛问题[8]，由于其通过模型融合可以学到更多信息 ，从而能够获得更好的模型[9]。训练流程大致如下，客户端在本地使用本地数据进行训练，并上传每轮次模型更新的梯度，服务器融合梯度并下发新的全局模型。训练过程中，原始数据始终保存在本地，没有数据直接泄露的风险 ，同时在客户端上传的梯度中加入噪声以避免差分攻击，可以进一步提高数据的安全性[10]。

数据集取自Kaggle，数据来自ios端的sleep cycle app[11]。数据包含睡前备注、睡后心情、睡眠时长、心率、当日步数以及睡眠质量评分。模型的评估标准采用MSE指标，并拟通过比较联邦机器学习模型与数据分散式机器学习以及数据集中式机器学习的模型指标做进一步分析。
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