Problem 1

The tree before prune:

node 0

Top: 6,4, 0.97

Education Level gain = 0.125

Career gain = 0.125

Years of Experience gain = 0.020

Selected Attribute: Education

node 1

High School 4,1, 0.72

Career gain = 0.171

Years of Experience gain = 0.322

Selected Attribute: Years of Experience

node 3

More than 10

Career gain = 1.0

Selected attribute Career

node 8

Management

Class High

node 9

Service

Class Low

node 4

Less than 3

Class Low

node 5

3 to 10

ClassLow

node 2

College 3,2, 0.97

Career gain = 0.420

Years of Experience gain = 0.171

Selected Attribute: Career

node 6

Management

class High

node 7

Service 1,2, 0,91

Years of Experience gain = 0.918

selected attribute: Years of Experience

node 10

More than 10

Class Low

node 11

Less than 3

Class Low

node 12

3 to 10

Class High

puring the tree

for the 1 iteration:

node num: sum\_of\_total\_wrong: wrong\_count:

12 0 1

11 0 0

10 0 0

9 0 0

8 0 0

7 1 0

pruning node 7

for the 2 iteration:

node num: sum\_of\_total\_wrong: wrong\_count:

9 0 0

8 0 0

7 0 0

6 0 1

5 0 0

4 0 0

3 0 0

2 1 2

1 0 1

0 1 1

The final tree

node 0

Top: 6,4, 0.97

Education Level gain = 0.125

Career gain = 0.125

Years of Experience gain = 0.020

Selected Attribute: Education

node 1

High School 4,1, 0.72

Career gain = 0.171

Years of Experience gain = 0.322

Selected Attribute: Years of Experience

node 3

More than 10

Career gain = 1.0

Selected attribute Career

node 8

Management

Class High

node 9

Service

Class Low

node 4

Less than 3

Class Low

node 5

3 to 10

ClassLow

node 2

College 3,2, 0.97

Career gain = 0.420

Years of Experience gain = 0.171

Selected Attribute: Career

node 6

Management

class High

node 7

Service 1,2, 0,91

Years of Experience gain = 0.918

selected attribute: Years of Experience

Class Low

Problem2

The answer of this problem is also stored in “prob2.csv” file in result directory.

6.7,3.1,4.4,1.4,x1,versicolor,versicolor,versicolor,versicolor,versicolor

4.4,3.2,1.3,0.2,x2,setosa,setosa,setosa,setosa,setosa

5.3,3.7,1.5,0.2,x3,setosa,setosa,setosa,setosa,setosa

7.7,2.8,6.7,2.0,x10,virginica,virginica,virginica,virginica,virginica

5.1,3.5,1.4,0.2,x11,setosa,setosa,setosa,setosa,setosa

6.5,3.0,5.2,2.0,x12,setosa,virginica,virginica,virginica,virginica

7.1,3.0,5.9,2.1,x13,virginica,virginica,virginica,virginica,virginica

6.4,2.7,5.3,1.9,x14,virginica,virginica,virginica,virginica,virginica

5.2,2.7,3.9,1.4,x15,versicolor,versicolor,versicolor,versicolor,versicolor

7.0,3.2,4.7,1.4,x16,virginica,versicolor,versicolor,versicolor,versicolor

7.2,3.2,6.0,1.8,x17,virginica,virginica,virginica,virginica,virginica

5.4,3.7,1.5,0.2,x19,setosa,setosa,setosa,setosa,setosa

5.6,3.0,4.5,1.5,x20,versicolor,versicolor,versicolor,versicolor,versicolor

5.9,3.2,4.8,1.8,x21,versicolor,versicolor,versicolor,versicolor,versicolor

5.1,3.4,1.5,0.2,x22,setosa,setosa,setosa,setosa,setosa

6.9,3.1,4.9,1.5,x23,versicolor,versicolor,versicolor,versicolor,versicolor

6.0,2.2,4.0,1.0,x24,versicolor,versicolor,versicolor,versicolor,versicolor

4.7,3.2,1.6,0.2,x25,setosa,setosa,setosa,setosa,setosa

4.6,3.6,1.0,0.2,x27,setosa,setosa,setosa,setosa,setosa

5.6,3.0,4.1,1.3,x31,versicolor,versicolor,versicolor,versicolor,versicolor

5.5,3.5,1.3,0.2,x33,setosa,setosa,setosa,setosa,setosa

5.5,2.4,3.8,1.1,x34,versicolor,versicolor,versicolor,versicolor,versicolor

5.1,3.8,1.6,0.2,x35,setosa,setosa,setosa,setosa,setosa

6.3,3.3,4.7,1.6,x36,versicolor,versicolor,versicolor,versicolor,versicolor

6.6,2.9,4.6,1.3,x100,versicolor,versicolor,versicolor,versicolor,versicolor

7.7,3.0,6.1,2.3,x101,virginica,virginica,virginica,virginica,virginica

6.4,2.9,4.3,1.3,x102,versicolor,versicolor,versicolor,versicolor,versicolor

6.9,3.1,5.1,2.3,x103,virginica,virginica,virginica,virginica,virginica

6.7,3.0,5.0,1.7,x104,setosa,versicolor,versicolor,versicolor,versicolor

4.3,3.0,1.1,0.1,x105,setosa,setosa,setosa,setosa,setosa

7.7,2.6,6.9,2.3,x106,virginica,virginica,virginica,virginica,virginica

6.7,3.3,5.7,2.5,x107,virginica,virginica,virginica,virginica,virginica

6.7,2.5,5.8,1.8,x108,virginica,virginica,virginica,virginica,virginica

1.0,3.1,1.6,0.2,x109,setosa,setosa,setosa,setosa,setosa

5.7,4.4,1.5,0.4,x110,setosa,setosa,setosa,setosa,setosa

6.5,3.0,5.5,1.8,x111,setosa,virginica,virginica,virginica,virginica

6.1,3.0,4.9,1.8,x112,versicolor,versicolor,versicolor,versicolor,versicolor

5.4,3.4,1.7,0.2,x113,setosa,setosa,setosa,setosa,setosa

6.5,3.2,5.1,2.0,x114,virginica,virginica,virginica,virginica,virginica

5.2,3.4,1.4,0.2,x115,setosa,setosa,setosa,setosa,setosa

5.7,3.0,4.2,1.2,x116,versicolor,versicolor,versicolor,versicolor,versicolor

5.5,2.3,4.0,1.3,x117,versicolor,versicolor,versicolor,versicolor,versicolor

5.0,3.4,1.6,0.4,x118,setosa,setosa,setosa,setosa,setosa

5.8,2.7,5.1,1.9,x119,virginica,virginica,virginica,virginica,virginica

6.1,2.8,4.0,1.3,x120,versicolor,versicolor,versicolor,versicolor,versicolor

5.7,2.5,5.0,2.0,x121,virginica,virginica,virginica,virginica,virginica

6.3,2.9,5.6,1.8,x122,versicolor,virginica,virginica,virginica,virginica

4.9,3.1,1.5,0.1,x123,setosa,setosa,setosa,setosa,setosa

6.8,3.2,5.9,2.3,x124,virginica,virginica,virginica,virginica,virginica

6.9,3.2,5.7,2.3,x125,virginica,virginica,virginica,virginica,virginica

6.7,3.1,4.7,1.5,x126,versicolor,versicolor,versicolor,versicolor,versicolor

5.7,2.8,4.1,1.3,x127,versicolor,versicolor,versicolor,versicolor,versicolor

5.0,3.5,1.6,0.6,x128,setosa,setosa,setosa,setosa,setosa

5.4,3.9,1.7,0.4,x129,setosa,setosa,setosa,setosa,setosa

5.2,3.5,1.5,0.2,x130,setosa,setosa,setosa,setosa,setosa

6.1,2.8,4.7,1.2,x131,versicolor,versicolor,versicolor,versicolor,versicolor

5.7,2.9,4.2,1.3,x132,versicolor,versicolor,versicolor,versicolor,versicolor

5.8,2.7,3.9,1.2,x133,versicolor,versicolor,versicolor,versicolor,versicolor

5.0,3.3,1.4,0.2,x134,setosa,setosa,setosa,setosa,setosa

6.8,2.8,4.8,1.4,x135,versicolor,versicolor,versicolor,versicolor,versicolor

6.3,2.8,5.1,1.5,x136,versicolor,versicolor,versicolor,versicolor,versicolor

6.2,2.2,4.5,1.5,x137,virginica,versicolor,versicolor,versicolor,versicolor

6.0,3.0,4.8,1.8,x138,versicolor,versicolor,versicolor,versicolor,versicolor

5.1,3.5,1.4,0.3,x139,setosa,setosa,setosa,setosa,setosa

5.7,3.8,1.7,0.3,x140,setosa,setosa,setosa,setosa,setosa

6.1,3.0,4.6,1.4,x141,versicolor,versicolor,versicolor,versicolor,versicolor

5.8,4.0,1.2,0.2,x142,setosa,setosa,setosa,setosa,setosa

7.2,3.6,6.1,2.5,x143,virginica,virginica,virginica,virginica,virginica

6.1,2.6,5.6,1.4,x144,versicolor,versicolor,versicolor,versicolor,versicolor

5.5,2.5,4.0,1.3,x145,versicolor,versicolor,versicolor,versicolor,versicolor

7.3,2.9,6.3,1.8,x146,virginica,virginica,virginica,virginica,virginica

4.8,3.0,1.4,0.1,x147,setosa,setosa,setosa,setosa,setosa

7.6,3.0,6.6,2.1,x148,virginica,virginica,virginica,virginica,virginica

6.5,3.0,5.8,2.2,x149,virginica,virginica,virginica,virginica,virginica

5.1,3.3,1.7,0.5,x150,setosa,setosa,setosa,setosa,setosa

Problem 3

==========

poly-kernel

exponent = 1

result:

=== Confusion Matrix ===

a b <-- classified as

356 73 | a = car

56 361 | b = noncar

correct 717

incorect 129

==========

poly-kernel

exponent = 2

result:

=== Confusion Matrix ===

a b <-- classified as

408 21 | a = car

15 402 | b = noncar

correct 810

incorrect 36

==========

poly-kernel

exponent = 4

result:

=== Confusion Matrix ===

a b <-- classified as

401 28 | a = car

27 390 | b = noncar

correct 791

incorrect 55

==========

rbf kernel

gamma = 0.01

result:

=== Confusion Matrix ===

a b <-- classified as

267 162 | a = car

70 347 | b = noncar

correct 614

incorrect 232

==========

rbf kernel

gamma = 1

result:

=== Confusion Matrix ===

a b <-- classified as

373 56 | a = car

26 391 | b = noncar

correct 764

incorrect 82

From the result, poly kernel, when exponent equals 2, the number of correct instances is greater than the number of correct instances when exponent equals to 1 and 4. For rbf kernel when gamma equals to 1 the number of correct instances is greater than the number of correct instances when gamma equals to 0.01

The kernel function map the original data set to a high dimension data set. If the higher dimension data set could be separated, the SVM would achieve a better result. So for the poly kernel, when exponent equals to 2 the mapped data is more separable than the mapped data when exponent equals to 1 and 4. For the same reason, when gamma eqs to 1 the mapped data is more separable than the mapped data when gamma eqs to 0.01

Problem 4

Let support Φ(x) = Φ(x1, x2) = x1 + ex2 , then K (x, z) = K (x1, x2, z1, z2) =Φ(x) \*Φ(z). From the definition of kernel we can see that K (x, x) =Φ(x)2 . So that K (x, z) = x1 \* z1 + x1 \* ez2 + z1 \* ex2 + ex2 + z2   is kernel.

Problem 5

Because a0 = -0.8, a1 = 1, a2 = 6.4, a3 = -1.9, so [1,1,1] and [1,1,0] are support vectors.

Because ![Macintosh HD:Users:bohan:Desktop:Screen Shot 2015-02-18 at 12.03.00 PM.png](data:image/png;base64,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), so that w = [5,4, -1, -1]T , and according to ![Macintosh HD:Users:bohan:Desktop:Screen Shot 2015-02-18 at 12.04.09 PM.png](data:image/png;base64,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), so b = -4.4.

To classify [1, 0.8, 1], we apply the formula wT \* x + b, which equals to -0.8. So we can conclude that even the tuple [1, 0.8, 1] lies between the support vectors, it still closer to the negative class. [1, 0.8, 1] is labeled with class -1.