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**Abstract**—Weather forecasting is a very common problem. Given the abundance of complicated, intricate weather forecasting models, it is of interest to determine if a simpler approach could provide results that are still meaningful. One potential approach is the use of a Spectral Clustering algorithm - implemented via Diffusion Maps - that can be used to analyze radar data. This approach is utilized along with naïve predictive analysis algorithms to predict the evolution of a basic data set. The potential for this approach to be extended to more complicated, computationally taxing data sets is then discussed and analyzed.
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# 1 Introduction

Weather analysis and forecasting is a discipline that has been at the forefront of human curiosity since the time of the Babylonians. Due to their wide array of applications and importance in daily life, weather forcasting models are continually improved and tested by researchers around the globe [1]. Many of these models are very complicated given the number of variables necessary to make an accurate prediction. Additionally, these models are difficult to understand given the number of complex meteorological concepts that are often incorporated in them.

Spectral Clustering via Diffusion Maps can provide a less-complicated solution to the problem of predictive analysis. However, given the number of computations required to compute the Diffusion Map for reasonably sized data, such calculations can become computationally taxing. In this paper, small images used to determine the viability of predicting the evolution of two-dimential image data sets. Then, optimations are introduced in an attempt to extend these principals to a larger set of data. In the remainder of this introductory section, the theory behind various mathematical and computational techniques is described. In the following two sections, specific computational methods and the results of those methods are described. Finally, conclusions are drawn about the overall feasibility of this approach to predictive data analysis.

## 1.1 Diffusion Maps

Diffusion maps are a dimensionality reduction technique which is beneficial in data analysis due to its applicability to nonlinear data. Additionally, Diffusion Maps are commonly used to discover underlying properties of a data set that would not necessarily be revealed by other dimensionality reduction techniques [2].

The overall Diffusion Map algorithm appears to be very similar to common spectral data analysis techniques. However, the underlying theory of this algorithm is rooted in stochastic calculus. The primary principal of a Diffusion Map is that the connectivity between data points is determined by the probability of transitioning from one data point to another in a random walk of “t” time steps. As such, the Diffusion Map can be parameterized with respect to time, where an increase in the time, “t”, results in a corresponding increase in the probability of transitioning between any two points in the dataset. Therefore, as time increases, the Diffusion Map becomes less sensitive to differences between the data points [2].

The first step in implementing a Diffusion Map is to develop a kernel. The kernel acts as a measure of similarity between two data points and is often denoted as follows [3]:

The measure of “similarity” between two data points can be defined in a variety of ways. A common similarity measure is Euclidean distance. However, sometimes overall similarity should account for other data attributes such as color of pixels in an image [4]. The previously mentioned probability of transitioning between data points is commonly calculated using the kernel scaled by a normalization constant [2].

After defining a kernel function, the next step in constructing the Diffusion Map is to create an affinity matrix based on this function. Given a set of “n” data points, the affinity matrix will be of size “n by n” with the kernel being calculated for every possible set of points in the dataset. Using the notation proposed by Farbman et. al., the affinity matrix will be denoted as matrix “W” with elements given by [4]:

with xi and xj being data points. The affinity matrix is the most computationally expensive component of this predictive analysis model. As such, several optimization techniques were implemented to lessen the burden of computing this matrix. These methods will be described in the next section.

The next data structure required to compute the Diffusion Map is the “all-pairs normalized affinity matrix”, denoted by “M”. While “W” was a good metric of the distance between points, “M” is a stochastic matrix that represents the set of probabilitys of transitioning between any pair of points in the dataset. This matrix is calculated via the following formula [4]:

Here, “D” is the matrix formed by diagonalizing the row sums of matrix “W”. As such, the matrix “D” and subsequently matrix “M” are both “n by n” in size where “n” is the size of the original dataset.

The final Diffusion Map computation is completed by taking the the eigenvectors and eigenvalues of the all-pairs normalized affinity matrix, where each column of the Diffusion Map is given by [2]:

In this formula, each “Y” is a column of the Diffusion Map where “m” columns are selected to create a map with minimal size to achieve the desired information about the underlying data manifold [3]. and represent eigenvalues and eigenvectors of matrix “M”, respectively. The index “i” represent the element index within the given eigenvector. Additionally, the exponent “t” on the eigenvalues in this computation is the time parameter, which was described previously.

Given the use of eigenvalues and eigenvectors in the construction of the Diffusion Map, it is not surprising that it is possible to utilize this technique for the purpose of spectral clustering. The ability of Diffusion Maps to handle nonlinear data makes them very useful for data clustering. Additionally, the option of leveraging the time parameter to adjust clustering properties is an additional benefit of Diffusion Maps. These benefits will be described further in the coming sections.

## 1.2 Nyström Approximation

Diffusion Map calculations require an abundant amount of computational resources, especially for large image data sets. It is possible to limit the resource requirements by applying the Nyström approximation to the pairwise affinity matrix, W, instead of explicitly calculating kernel values for each element of the matrix. Several computational pathways for this approximation are presented by Fowlkes et. al. [5], the most basic of these pathways being an estimation of W using smaller matrices. This is written in the form:

Given an affinity matrix of size “n by n”, A is an “m by m” matrix of “sample” affinities and B is an “(n-m) by m” matrix of affinities between the remaining data points and those in the sample. W can then be completed by estimating the remaining portion of the matrix, C, via the following formula [5]:

Thus, a very large problem (“n2“ kernal computations) is reducable to something more manageable (“nm” kernel computations).

## 1.3 K-Means Clustering

K-Means Clustering is a very common data analysis technique. The purpose of this technique is to provide insight into which data points from a larger set of data are most closely related.
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## 1.4 Predictive Analysis
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# 2 Methods

A model was developed in python to attempt to utilize these mathematical techniques in such a way that the next image in a data set could be predicted from the previous images in that set. All methods were combined into a single .py file and this code as well as the data sets used to test to model can be found on github via the following link:

github.com/BrandenKeck/JHU\_625.714\_Final\_Project

## 2.1 Data Set

Three primary data sets were used to develop and test this model. All of these data sets were collections of images. The first set consisted of images of varying sizes. This set was used to test the speed of the model as well as some of the initially developed clustering algorithm code. It can be seen as follows in Fig. 1:

The other two data sets which were used to test the model where series of evolving images. These images were used to determine the accuracy by which the model predicts movements of data clusters.

## 2.2 Development of Python Model
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**Fig. 1**: First data set. Includes small test images of sizes:

a) 10x10 pixels b) 20x20 pixels c) 30x30 pixels d) 50x50 pixels.

A python script was developed to p

The kernel developed for this model is the same as that developed by Farbman et. al. [4]:
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where is a scaling parameter, and are data points.

## 2.3 Efficiency Improvement

Also drawn from the Farbman et. al paper [4], is a well-known efficiency improvement that can be implemented via the Nyström approximation.

The requirement of matrix inversion restricts the optimization process

Additionally, the ‘numpy’ and ‘tensorflow’ python libraries were used to handle all linear algebra computations. Since these libraries have been optimized for these types of operations, it is worthwhile to note that they were levaraged to improve upon the inefficiency of naïve matrix operations.

# 3 Results
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## 3.1 Parameter Selection
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## 3.2 Simple Spectral Clustering Test
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## 3.3 Simple Predictive Analysis Test
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## 2.3 Complex Predictive Analysis Test
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# 4 Conclusion

Although a conclusion may review the main points of the paper, do not replicate the abstract as the conclusion. A conclusion might elaborate on the importance of the work or suggest applications and extensions. Authors are strongly encouraged not to reference multiple figures or tables in the conclusion—these should be referenced in the body of the paper.
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