# Bayes分类器

### 一、原理

Naive Bayes（朴素贝叶斯）方法是一类监督学习算法。“朴素”的含义是假设特征之间两两独立。

由条件概率的定义：P(A|B) = P(AB)/P(B), P(B|A) = P(AB)/P(A)，于是有:

P(A|B) = P(B|A)\*P(A)/P(B)

将样本(x, y)的类别作为一个事件，x的每个特征作为一个事件。则有：

![P(y \mid x_1, \dots, x_n) = \frac{P(y) P(x_1, \dots x_n \mid y)}
                                 {P(x_1, \dots, x_n)}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAToAAAArBAMAAAAakVnlAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAr/O/3UjPYDKLGJ376XRVTUmRAAAD+klEQVRYw8WYT2jbVhzHP3asSJYVOV1oSqDbfNqhhy6HHUZhwz20FAZDsBx6GLV3mOl2EhRGW8oietguhcoMBu2lgpRB2SAdDMoIKb6E3IZPg+0yD/aH3DxoyT/YdtAfS8+SLYHk/EAkz4+HP3n68T7vGyikVBsAO/TRk3QrHf+XKoXVnPslG6GPLqRb2Qz+wNX8sUpvnlq6BM/ckW4Dr/xz6i2DmpmRjr0Cdu0yrFv0vVEfqLSRD1ggK91CAXSHsPlU9xvuR6Buox6n3okRXc3OHU4+gJZZsbzhGrBuIe1zJTOd1My/73rwDhpIf6C30YCzMNenB3r386+tuEV7Z/auh+nctfRyp1toU/sVDZ5oxvwideBn2HbowU3lJ82I22/r3mAnTOeuZZg7Xf29rWdwF8z7aCZlB15sbZkoDRjIPVDG35fOneibdddyLne6dQPgLrBMC8oO8ksApQGU2tBtxKxaFvpumRZF0J0F4DvgPNuguZ0Iag9YsD1MsX4R6M6zTRF99wYAGnDERdCg3AbvqzYtOZZOPcD89sxXVkB3xEWBLvCgmp5lzIXqvwBULDhS9mENNgcAXEHuPeIqSgPlUyLPnepQsgYvS/aITtkXTpTAg5UMshdd+OqLAUDVhm53CM8p/fY+AA+Q3r32monSQDoEaWf0fPDn738jNeeNgK7bHUJtQIwHM9AlGUBtArUmgdHgsfdTaYAes6T2VAudxrWmbzLRg1noklx4Gs3UTOSRjErGZLqK8dmXPp1maibcco8owYNZ6JJcOMcGS9EblNcEN44tbsfR8U3QdxssBV0jejALXZILVbvateFh/O1zMMWz1a4NVcc/olwPXmvyl0+X6ERhMvczqS2MfQ+q9g4f+XRJTkSYzN+FQvkelJUhuz5dkhMJJt06B8x1Op1OZ7EQuJEHS21pGPRdohP9yRFd6A7wX74V9mB5UOsHdIlO9CcL6juhRh6sO5XFgC7Jif6k+v2ttz26It9s4EHqzn3TowucyBfO2CP3HnFVrxsrhdyuoy0UeJDqyuv+eRc4kZYNHxqjp2V7k2t87LtwWqUM2iTHnMcAP0RPY6URc3T64y16aVNdyqAdUYuwhwa77GaguyRfNz0XJla2oI2evHmr6mppNUp349hCdoQDyB831U+m/jchW9AOX2nGm+PBSoxn9bGIEr59OlMyUKag7YbzKTWfYwbKFLTdcD67mh60o2Fbmynd1KAthO36TOmmBm0hbJedGcKlCdqRsD1TujRBOxK2Z9p3KYJ2NGzPlG560BbC9ixPlBRBWzqMhO3nzL4mBW09Erb7J0A3KWjr4bAt2ydANylo3w6H7Y2TgJsUtCPjh+LC/wH+po1qm7JhCAAAAABJRU5ErkJggg==) （1）

由独立性假设，公式（1）可转化为：

![P(y \mid x_1, \dots, x_n) = \frac{P(y) \prod_{i=1}^{n} P(x_i \mid y)}
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由于在给定训练集中，P(x1, ..., xn)是一个常量，因此有如下分类规则：

![P(y \mid x_1, \dots, x_n) \propto P(y) \prod_{i=1}^{n} P(x_i \mid y)

\Downarrow

\hat{y} = \arg\max_y P(y) \prod_{i=1}^{n} P(x_i \mid y),](data:image/png;base64,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)

不同的bayes分类器使用不同的![P(x_i \mid y)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAEMAAAATBAMAAAA5aq23AAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAr/O/3UjPYDKLGJ376XRVTUmRAAABIElEQVQYGQXBvUojARgAwEnO3CZxTfwBQRSxvkIsrrKQz85KUlhYnfsIW1ppXkDcNII2txCbVHbCIco+gaSyNYWNnYKiaHMzAIwAoAQoAGATAAJgCOZf5373TOcAEACdAqYyyacZABAAxtAttL89A4AA8A+O+xofdgBAANiDFX6MVXQGR2d9INB40smk8MBtqeKweZ/2gMAo7f2c1YW3m5tcc41JUtGZhUB+Ks3VS5J3aK6hltEGAYsOqJfUKmhXmCkAAtbdkqKegQpX/cQ1CPiyTYqrCdiRVH/tt+olBHw1P9ij9rgLzjW2/qzmTkDAYPDCHQCXgCUQYDoYA1DrAb8KCKR5mksKAGwAy30IDC0wBIARAARag4ILAAAAGQD+Ay1ARBLj0kMFAAAAAElFTkSuQmCC)分布假设。

假设模型符合高斯分布：![p(y|X,w,\alpha) = \mathcal{N}(y|X w,\alpha)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAANUAAAAUBAMAAADo2mWhAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAdJ0yi78YSPuvz93z6WD9rti+AAACtklEQVRIx6WUv2sTYRjHP8kll5xJ7kItDl1MbejicoggrWBOjBEV6SFFrYsHNlhxiYNTh0T8EVzqIZ26GIoozdKDolB0SJHi4BL8A/Q66CJqwLTgUh3uTNLLpUb6LPe8730/z/Pcc8/7wp4tMvWfwLTzMHYVab67E7/6wTvYS87D2jVX3rsRNoEXfeFtNmi3xPnHrzi4rvrpA94PU0og233hbTZBu7AJlbEexdU96+PbIPWJt9jBDrGiCxr+lvasvz+AcJ94i13pEEtbR3o1fdazHr0CR/vEZ4GBkaxOCW5bDGEB4mbKfb1RYVJ86LQ7fRmIeni9aHMKfHB5iLA2YwAwcLrgsgeaXKSEqJVZcgZp2Y0kamXKfARgihk0FE8uM6pjgg8+HS1ECwkbIGyKpRAoELlRYkGoIQsN5pzCrrn9loWG0GAUIFQnvt8mbgBXq9VqdQkgYksNTPDB7QwZggbABVg7AXEDghVeCjWQKpEGFnAzUXPLliohixRAVCNxyNF3mITYFDTwwxc4TxCA+/Ah5bAxjaZYgngyWMcCMRXYdmPFk/tSzoHPqMRWuv5XGN6EVPDD11gkBCD8hNeqwypGoEYJFCNmYoEE791YihFPCgWAIsRMN1e7hxvw4yzObHjxLdY4BhBpwKo7G0U1UWAFFCNjYyHqMFGAcQOi6kwyhPAc4ipfTWPnzIu5CsQeuUfGg3NPvIvGuAFvkVdFZ+bPpUcgC6H5p2DJy2XkT+tQ1ECePDOZI9IEYX7w+qLBcGeu4O8UCO/AD+dz9k7WoKjB2Mnc+CgMA88AbgEc3nF5JlteoOXtuKPEJy3XB++KUgfKAFKBOeb+lUvW8Dcf3BtF1kBoAKCLuqR3iuX2eH/56+TpZV14V5Q88G3TAJgmO0+nuN24dm25nrm68K4o3WyFPdnu+B/GfM20bKl8IQAAAABJRU5ErkJggg==)，则α可以作为要估计的参数。

### 二、scikit-learn：Bayesian Ridge Regression

[BayesianRidge](http://scikit-learn.org/stable/modules/generated/sklearn.linear_model.BayesianRidge.html#sklearn.linear_model.BayesianRidge) estimates a probabilistic model of the regression problem as described above. The prior for the parameter ![w](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA0AAAAIBAMAAADQCGj8AAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAYHTPv4sY+0jpMp2v3fOE6ixKAAAAQ0lEQVQI12NgVGZgCUhPYEhlb2Bv4BRgEFjPsJ6BO4GB4TBDLAM3AwPDIwZrBlYg/Q3IWgGkq9iKGAKAtEhoS2gCAwCBGQxWaDWhlQAAAABJRU5ErkJggg==)is given by a spherical Gaussian:

![p(w|\lambda) =
\mathcal{N}(w|0,\lambda^{-1}\bold{I_{p}})](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAALsAAAAWBAMAAABqPPBpAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAdJ0yi78YSPuvz93z6WD9rti+AAACgklEQVRIia2VTWjTYBiAnzRt03ZtWoZ4EIodHTuJ5OBtgwUcE72syBB/EHNQFLz0vsNy2CzOS/E2EcnBH6wIkenNQ/Dgjgt4VrqLCHOu2rrhYdND0vZLmiLi3sv7Jt/zPnnz8ZHA4cbkIfuCEX/4P93Kpb8RU9G3r3cLw0t6JDX3a5AcrhccF7qFDdsa3Aj3JerAsxDZDfVDlL7viDWFpowNkvBoAPImqM0gKY2f9OsXEFtdXS0xBcWNfRcQHTn6Tai7gBvSTx5AOkRukat69Y4hTD/X8i96jiOiniVgPKT/tgyJEPmKuOXVqe6gAX3PsRbQXwEWQvqJi3AqRO6hml6dsL2sXisL+gVgtDxTwYRNi/nkHWxg0YBUSF9ZbHIaRFJuo+x6q90M4vQp4GiH85gk9Ro1PmH7r5oP6eupCnUQSaWN0vaXl6L0eVBumjyQHVS5JbeYwAaKLmQN4HKj0Wg8B1Ca6RZ1EElBL32M0mcNiFm8kR1IW3GbEjZI5bav70eaZEfWQSTlPe+QAaPT2hD9iE4naUK2kCmhY8Mx3g3sfQLexjUIkAdIpje8lS0F9MdXXpY8R96QHEzIG9mCXMVGcjnh6/ubswk7Z4EA+ZqYBUCRmBPQZ0zlu+dY1HJV1iCl3SrEwearwbQWPJjJWQtG7gIBcoucJj8F9T1yO6h3uOcdzHPjZZgBdf7M/CzYrEOmwpioj/0ugbwOQVIae4TSgWwVnvTg4sa+m3FYgTHgMcDt3qLtZzcw/f1eOUBKRIS3OS5QA0hXQ02qHtUVRUbrl6/qqDrILQAqoaaBD3IvwuTnSL3jO7Z/GiD8JPym2aH6MFkYqo9yWEO9/0J++eHlP2uzxSz/NyZrAAAAAElFTkSuQmCC)

The priors over ![\alpha](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAsAAAAIBAMAAADdFhi7AAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAdJ2Lv0ivGPvp8zJg3c82M+yYAAAAP0lEQVQI12NgYFR2ZQACN4YKBgMG5gkMXNIHGDgMGDiVGBj2b2Dgvc3AEM/AwJvAwMC1geFsQgEDd7Jw9aMCAOpdCvuWFMqZAAAAAElFTkSuQmCC) and ![\lambda](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAoAAAANBAMAAABiGeI2AAAALVBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAADAOrOgAAAADnRSTlMAYOkyz90Y+4u/SHSd868ZVCMAAABBSURBVAjXY2BgVGYAAVcwKZcAItkbQCRnAIjkegaWqAAR3Eogco+dAZDpwHuAgWETA88FBsZrDMyPGXgXMDB4AgAIQAngLr9peAAAAABJRU5ErkJggg==) are chosen to be [gamma distributions](http://en.wikipedia.org/wiki/Gamma_distribution), the conjugate prior for the precision of the Gaussian.

The resulting model is called Bayesian Ridge Regression, and is similar to the classical [Ridge](http://scikit-learn.org/stable/modules/generated/sklearn.linear_model.Ridge.html#sklearn.linear_model.Ridge). The parameters ![w](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA0AAAAIBAMAAADQCGj8AAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAYHTPv4sY+0jpMp2v3fOE6ixKAAAAQ0lEQVQI12NgVGZgCUhPYEhlb2Bv4BRgEFjPsJ6BO4GB4TBDLAM3AwPDIwZrBlYg/Q3IWgGkq9iKGAKAtEhoS2gCAwCBGQxWaDWhlQAAAABJRU5ErkJggg==), ![\alpha](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAsAAAAIBAMAAADdFhi7AAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMAdJ2Lv0ivGPvp8zJg3c82M+yYAAAAP0lEQVQI12NgYFR2ZQACN4YKBgMG5gkMXNIHGDgMGDiVGBj2b2Dgvc3AEM/AwJvAwMC1geFsQgEDd7Jw9aMCAOpdCvuWFMqZAAAAAElFTkSuQmCC) and ![\lambda](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAoAAAANBAMAAABiGeI2AAAALVBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAADAOrOgAAAADnRSTlMAYOkyz90Y+4u/SHSd868ZVCMAAABBSURBVAjXY2BgVGYAAVcwKZcAItkbQCRnAIjkegaWqAAR3Eogco+dAZDpwHuAgWETA88FBsZrDMyPGXgXMDB4AgAIQAngLr9peAAAAABJRU5ErkJggg==) are estimated jointly during the fit of the model.

## 三、实现

（参考《使用决策树算法在印第安人糖尿病数据实现分类器》。）实验数据依旧采用印第安人糖尿病数据。训练模型的代码：

from sklearn.linear\_model import BayesianRidge

def **trainModel**(x, y):

# Fit the Bayesian Ridge Regression

clf = BayesianRidge(compute\_score=True)

clf = clf.fit(x, y)

return clf

测试：

# DT result

print (*'DT result(Max-depth=3):'*)

reg1 = DT.trainRegressionModel(x, y, 3)

MLUtil.testBinaryModelFloat(xc, yc, reg1)

println ()

# Bayesian result

print (*'Bayesian result:'*)

reg2 = bayesian.trainModel(x, y)

MLUtil.testBinaryModelFloat(xc, yc, reg2)

## 四、结果

DT result(Max-depth=3):

predict precision:

0.762711864407

Bayesian result:

predict precision:

0.78813559322

实验结果说明该组数据上贝叶斯回归分类效果略好于决策树。