Double Lasso

knitr::opts\_chunk$set(echo = TRUE)  
#+ setup, error=TRUE

## Data Preparation

# Brian Kang  
# Must use 64-bit version of R  
#knitr::opts\_chunk$set(error=TRUE)  
#rm(list = ls())  
  
setwd("H:/Honors Research")  
#chooseCRANmirror(graphics=FALSE, ind=1)  
#install.packages(c("hdm","dplyr","stringr","glmnet","gdata","fastDummies"))  
library(hdm)  
library(dplyr)

##   
## Attaching package: 'dplyr'

## The following objects are masked from 'package:stats':  
##   
## filter, lag

## The following objects are masked from 'package:base':  
##   
## intersect, setdiff, setequal, union

library(stringr)  
library(glmnet)

## Loading required package: Matrix

## Loaded glmnet 3.0-2

library(gdata)

## gdata: Unable to locate valid perl interpreter  
## gdata:   
## gdata: read.xls() will be unable to read Excel XLS and XLSX files  
## gdata: unless the 'perl=' argument is used to specify the location of a  
## gdata: valid perl intrpreter.  
## gdata:   
## gdata: (To avoid display of this message in the future, please ensure  
## gdata: perl is installed and available on the executable search path.)

## gdata: Unable to load perl libaries needed by read.xls()  
## gdata: to support 'XLX' (Excel 97-2004) files.

##

## gdata: Unable to load perl libaries needed by read.xls()  
## gdata: to support 'XLSX' (Excel 2007+) files.

##

## gdata: Run the function 'installXLSXsupport()'  
## gdata: to automatically download and install the perl  
## gdata: libaries needed to support Excel XLS and XLSX formats.

##   
## Attaching package: 'gdata'

## The following objects are masked from 'package:dplyr':  
##   
## combine, first, last

## The following object is masked from 'package:stats':  
##   
## nobs

## The following object is masked from 'package:utils':  
##   
## object.size

## The following object is masked from 'package:base':  
##   
## startsWith

library(fastDummies)  
library(lmtest)

## Loading required package: zoo

##   
## Attaching package: 'zoo'

## The following objects are masked from 'package:base':  
##   
## as.Date, as.Date.numeric

library(car)

## Loading required package: carData

##   
## Attaching package: 'car'

## The following object is masked from 'package:dplyr':  
##   
## recode

#dat <- read.table("e20185wa0002000.txt", sep = ",") # 5-year ACS survey Washington data  
  
# Import dataset ---------------------------------------------------------------------------------------------------  
temp <- read.csv("psam\_pusb.csv", header = T, nrows = 1)  
# columns that don't import as factors using default settings  
fnf <- c("DIVISION","PUMA","REGION","ST","ADJINC","CIT","COW","DDRS","DEAR",  
 "DEYE","DOUT","DPHY","DRAT","DRATX","DREM","ENG","FER","GCL","GCM","GCR",  
 "HINS1","HINS2","HINS3","HINS4","HINS5","HINS6","HINS7","JWTR","LANX",  
 "MAR","MARHD","MARHM","MARHT","MARHW","MIG","MIL","MLPA","MLPB","MLPCD",  
 "MLPE","MLPFG","MLPH","MLPI","MLPJ","MLPK","NWAB","NWAV","NWLA","NWLK",  
 "NWRE","RELP","SCH","SCHG","SCHL","SEX","WKL","WKW","WRK","ANC","ANC1P",  
 "ANC2P","DECADE","DIS","DRIVESP","ESP","ESR","FOD1P","FOD2P","HICOV",  
 "HISP","INDP","JWAP","JWDP","LANP","MIGPUMA","MIGSP","MSP","NATIVITY",  
 "NOP","OC","OCCP","PAOC","POBP","POWPUMA","POWSP","PRIVCOV","PUBCOV",  
 "QTRBIR","RAC1P","RAC2P","RAC3P","RACAIAN","RACASN","RACBLK","RACNH",  
 "RACNUM","RACPI","RACSOR","RACWHT","RC","SCIENGP","SCIENGRLP","SFN",  
 "SFR","VPS","WAOB")  
# columns that do import as factors using default setting  
fif <- c("RT","SERIALNO","NAICSP","SOCP")  
# all columns that are factors  
fcf <- append(fnf,fif)  
fcf <- append(fcf,names(temp[,c(131:286)]))  
# vector of classes of data columns  
colclass <- ifelse(colnames(temp) %in% fcf, 'factor', 'numeric')  
  
temp1 <- read.csv("psam\_pusa.csv", header = T, colClasses = colclass) # U.S. PUMS data  
temp2 <- read.csv("psam\_pusb.csv", header = T, colClasses = colclass)  
dat <- rbind(temp1,temp2)  
dat <- dat[,-c(1,2)] # drop unecessary IDs  
dat <- dat[,-c(129:284)] # drop unnecessary flag vars  
  
# agep: age of person  
# SUM (intp, oip, pap, retp, semp, ssip, ssp,  
# wagp) =   
# pernp, for total income  
  
# US Census: "Income used to calculate poverty status includes PERNP (earnings) and PINCP (income)"  
  
# Calculate Income-Poverty ratio ----------------------------------------------------------------------------------  
# (POVPIP only shows NA or <0.5 or >=0.5 so calculate actual ratio)  
PovertyThreshold <- rep(NA, nrow(dat))  
getThreshold <- function(threshold) { # values from CPS 2018  
 for (i in 1:nrow(dat)) {  
 if (dat$AGEP[i] < 18) { # under 18 yrs  
 threshold[i] <- NA  
 } else if (dat$SPORDER[i]==1 & dat$AGEP[i] < 65) { # individual  
 threshold[i] <- 13064  
 } else if (dat$SPORDER[i]==1 & dat$AGEP[i] >= 65) {  
 threshold[i] <- 12043  
 # AGEP doesn't have NA values  
 } else if (dat$SPORDER[i]==2 & dat$AGEP[i] < 65 & dat$OC[i]==0) { # two people  
 threshold[i] <- 16815  
 } else if (dat$SPORDER[i]==2 & dat$AGEP[i] < 65 & dat$OC[i]==1) {  
 threshold[i] <- 17308  
 } else if (dat$SPORDER[i]==2 & dat$AGEP[i] >= 65 & dat$OC[i]==0) {  
 threshold[i] <- 15178  
 } else if (dat$SPORDER[i]==2 & dat$AGEP[i] >= 65 & dat$OC[i]==1) {  
 threshold[i] <- 17242  
 } else if (dat$SPORDER[i]==2) { # OC is NA value  
 threshold[i] <- 16247  
 } else if (dat$SPORDER[i]==3 & dat$OC[i]==0) { # three people  
 threshold[i] <- 19642  
 } else if (dat$SPORDER[i]==3 & dat$OC[i]==1) {  
 threshold[i] <- (20212+20231)/2  
 } else if (dat$SPORDER[i]==3) { # OC is NA value  
 threshold[i] <- 19985  
 } else if (dat$SPORDER[i]==4 & dat$OC[i]==0) { # four people  
 threshold[i] <- 25900  
 } else if (dat$SPORDER[i]==4 & dat$OC[i]==1) {  
 threshold[i] <- (26324+25465+25554)/3  
 } else if (dat$SPORDER[i]==4) { # OC is NA value  
 threshold[i] <- 25701  
 } else if (dat$SPORDER[i]==5 & dat$OC[i]==0) { # five people  
 threshold[i] <- 31234  
 } else if (dat$SPORDER[i]==5 & dat$OC[i]==1) {  
 threshold[i] <- (31689+30718+29967+29509)/4  
 } else if (dat$SPORDER[i]==5) { # OC is NA value  
 threshold[i] <- 30459  
 } else if (dat$SPORDER[i]==6 & dat$OC[i]==0) { # six people  
 threshold[i] <- 35925  
 } else if (dat$SPORDER[i]==6 & dat$OC[i]==1) {  
 threshold[i] <- (36068+35324+34612+33553+32925)/5  
 } else if (dat$SPORDER[i]==6) { # OC is NA value  
 threshold[i] <- 34533  
 } else if (dat$SPORDER[i]==7 & dat$OC[i]==0) { # seven people  
 threshold[i] <- 41336  
 } else if (dat$SPORDER[i]==7 & dat$OC[i]==1) {  
 threshold[i] <- (4159+40705+40085+38929+37581+36102)/6  
 } else if (dat$SPORDER[i]==7) { # OC is NA value  
 threshold[i] <- 39194  
 } else if (dat$SPORDER[i]==8 & dat$OC[i]==0) { # eight people  
 threshold[i] <- 46231  
 } else if (dat$SPORDER[i]==8 & dat$OC[i]==1) {  
 threshold[i] <- (46640+45800+45064+44021+42696+41317+40967)/7  
 } else if (dat$SPORDER[i]==8) { # OC is NA value  
 threshold[i] <- 43602  
 } else if (dat$SPORDER[i]>=9 & dat$OC[i]==0) { # nine or more people  
 threshold[i] <- 55613  
 } else if (dat$SPORDER[i]>=9 & dat$OC[i]==1) {  
 threshold[i] <- (55883+55140+54516+53491+52082+50807+50491+48546)/8  
 } else if (dat$SPORDER[i]>=9) { # OC is NA value  
 threshold[i] <- 51393  
 } else {  
 threshold[i] <- NA  
 }  
 } # individually assign poverty threshold  
 return(threshold)  
}  
PovertyThreshold <- getThreshold(PovertyThreshold)  
dat$IncomePovertyRatio <- (dat$PERNP + dat$PINCP)/PovertyThreshold  
  
#summary(dat$IncomePovertyRatio) # there are negative values, will cause problems for log()  
dat$IncomePovertyRatio <- dat$IncomePovertyRatio + 1 + abs(min(dat$IncomePovertyRatio, na.rm=na.omit)) # ensure all values are positive  
  
  
# function for catching error  
myTryCatch <- function(expr) {  
 warn <- err <- NULL  
 value <- withCallingHandlers(  
 tryCatch(expr, error=function(e) {  
 err <<- e  
 NULL  
 }), warning=function(w) {  
 warn <<- w  
 invokeRestart("muffleWarning")  
 })  
 list(error=err)  
}

## Endogenous Double ML

## Initial Model 2: Double ML (Double LASSO) ----------------------------------------------------------------  
# Based on MODEL 3 from "main.R" (econ483 code)  
temp <- dat  
dat <- temp # recover original dataset  
  
# DATA CLEANING FOR DOUBLE LASSO  
nums <- unlist(lapply(dat, is.factor))  
dattemp <- dat[,nums] # all the factors of dataset  
# delete variables have >51 factor levels  
get1 <- names(which(sapply(dattemp, function(x) length(unique(x))>51)))  
delete <- which(names(dat) %in% get1[-16])  
dat <- dat[,-c(delete)]  
dat <- dat[,-c(9,43:52,82,90,108,95,100)] # delete CITWP,MIL~MLPK,HISP,POVPIP,SFR,RAC1P,RACNUM  
dat <- dat[,-c(1,3,76,77)] # delete DIVISION,REGION,PERNP,PINCP  
# delete NA rows for Income-Poverty ratio  
dat <- dat[!is.na(dat$IncomePovertyRatio),]  
#which(colnames(dat)=="JWRIP") # likely unrelated to overall model, redundant  
#which(colnames(dat)=="YOEP") # too many NAs  
dat <- dat[,-c(which(colnames(dat)=="JWRIP"),which(colnames(dat)=="YOEP"))]  
# delete NA rows for JWMNP (travel time to work)  
dat <- dat[!is.na(dat$JWMNP),]  
# delete NA rows for MARHYP: for factor <2 error  
dat <- dat[!is.na(dat$MARHYP),]  
# delete NA rows for WKHP (usual hours worked per week)  
dat <- dat[!is.na(dat$WKHP),]  
#colSums(is.na(dat))  
  
  
# delete/add vars that should be deleted/added (from correlation/causal inference)  
dat <- dat[, -which(names(dat) %in% c("INTP","OIP","PAP","RETP","SEMP","SSIP","SSP","WAGP"))] # drop values related to Income  
dat <- dat[, -which(names(dat) %in% c("SCH","SCHG"))] # drop weird educ vars  
dat <- dat[, -which(names(dat) %in% c("ANC"))] # drop ancestry  
dat <- droplevels(dat)  
#str(dat)  
dat <- dat[, -which(names(dat) %in% c("ESR","ESP"))] # drop meaningless labor vars  
dat <- dat[, -which(names(dat) %in% c("HICOV","PRIVCOV","PUBCOV"))] # drop redundant insurance vars  
dat <- dat[, -which(names(dat) %in% c("OC","RC"))] # drop child vars. Lack data  
dat <- dat[, -which(names(dat) %in% c("SFN"))] # drop "subfamily number"  
dat <- dat[, -which(names(dat) %in% c("WRK"))] # drop "worked last week" (we don't know when is "last week")  
  
dat <- cbind(dat, model.matrix(~(AGEP:HINS3), dat)[,-1]) # age\*medicare  
dat <- cbind(dat, model.matrix(~(SCIENGP:SCHL), dat)[,-1]) # stem degree\*attained degree  
dat <- cbind(dat, model.matrix(~(SCIENGRLP:SCHL), dat)[,-1]) # stem related degree\*attained degree  
dat$VETERAN <- ifelse((dat$DRATX %in% c("1","2")), 1, 0) # veteran or not  
dat <- dat[, -which(names(dat) %in% c("DRATX","VPS","DRAT"))] # drop veteran related vars  
dat <- cbind(dat, model.matrix(~(AGEP:VETERAN), dat)[,2]) # age\*veteran or not  
names(dat)[ncol(dat)] <- "AGEP\_VETERAN"  
dat <- cbind(dat, model.matrix(~(AGEP:GCL), dat)[,-1]) # age\*grandparent living with grandchild  
dat <- cbind(dat, model.matrix(~(AGEP:GCR), dat)[,-1]) # age\*grandparent responsible grandchild  
  
  
# MUST INCLUDE THIS LINE OF CODE MUST INCLUDE THIS LINE OF CODE MUST INCLUDE THIS LINE OF CODE  
# logical dummy for ST==POWSP: most are FALSE  
dat$SameResidenceWorkplace <- (as.numeric(dat$ST)==as.numeric(dat$POWSP))  
dat <- dat[,-which(names(dat) %in% c("ST","POWSP"))] # delete ST,POWSP  
#colSums(is.na(dat))  
# get which variables have <2 factor levels  
get2 <- which(sapply(dat, function(x) length(unique(x)))<2)  
dat <- dat[,-get2]  
names(dat) <- str\_replace(names(dat), ":", "\_") # reformat interaction term names  
  
# STEP 1: FIRST LASSO: LOG(IncPovRatio) on ALL POTENTIAL VARIATES (i.e. y on controls)  
varnames <- paste(c(names(dat[,-c(which(names(dat) %in%   
 c("IncomePovertyRatio","SameResidenceWorkplace",  
 "JWMNP","JWTR")))])), collapse = "+")  
# throw in everything and see what happens with this LASSO  
formula <- paste(c("log(IncomePovertyRatio)",varnames), collapse = "~")  
#cat("LASSO Formula for y ~ control variables\n")  
#formula  
  
# Split data into train and test for K-fold CV  
set.seed(497)  
train <- sample(1:nrow(dat), nrow(dat)\*0.8) # 80% for training  
  
# get which variables have <2 factor levels AFTER SUBSETTING  
get <- which(sapply(dat[train,], function(x) length(unique(x))<2))  
  
# get train and test datasets  
# takeout intercept  
xtrain <- model.matrix(as.formula(formula), data = dat[train,])[,-1]  
#xtest <- model.matrix(as.formula(formula), data = dat[-train,])[,-1]  
ytrain <- log(dat[train,]$IncomePovertyRatio)  
  
# cross validation then fit LASSO  
cv.lasso.1 <- cv.glmnet(xtrain, ytrain, alpha = 1) # 1 for lasso  
#cat("CV on LASSO and get min tuning parameter\n")  
#cv.lasso.1[c(8,9)]  
cv.lambda.1 <- cv.lasso.1$lambda.min # get smallest tuning parameter  
#cat("\nLambda chosen from K-fold CV\n")  
cv.lambda.1

## [1] 0.0001775132

#png(filename="lassoCV.png") # save plot  
plot(cv.lasso.1)

![](data:image/png;base64,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)

# run lasso and get the necessary focal variables  
dlasso.1 <- rlasso(formula, data = dat[train,],   
 lambda.start = cv.lambda.1, post = F)  
#summary(lasso.2, all = F)  
control <- which(coef(dlasso.1)[-1]!=0)  
#cat("\nHow many variables to keep\n")  
length(control)

## [1] 157

# STEP 2: SECOND LASSO: Core vars on ALL POTENTIAL VARIATES (i.e. focal on controls)  
formula2.1 <- paste(c("SameResidenceWorkplace",varnames), collapse = "~")  
# k-fold cv  
xtrain <- model.matrix(as.formula(formula2.1), data = dat[train,])[,-1]  
ytrain <- dat[train,]$SameResidenceWorkplace  
cv.lasso.2.1 <- cv.glmnet(xtrain, ytrain, alpha = 1) # 1 for lasso  
cv.lambda.2.1 <- cv.lasso.2.1$lambda.min # get smallest tuning parameter  
cv.lambda.2.1

## [1] 6.405355e-05

plot(cv.lasso.2.1)
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# lasso  
dlasso.2.1 <- rlasso(formula2.1, data = dat[train,],   
 lambda.start = cv.lambda.2.1, post = F)  
#summary(dlasso.2.1, all = F)  
focal1 <- which(coef(dlasso.2.1)[-1]!=0)  
length(focal1)

## [1] 74

# travel time  
formula2.2 <- paste(c("JWMNP",varnames), collapse = "~")  
# k-fold cv  
xtrain <- model.matrix(as.formula(formula2.2), data = dat[train,])[,-1]  
ytrain <- dat[train,]$JWMNP  
cv.lasso.2.2 <- cv.glmnet(xtrain, ytrain, alpha = 1) # 1 for lasso  
cv.lambda.2.2 <- cv.lasso.2.2$lambda.min # get smallest tuning parameter  
cv.lambda.2.2

## [1] 0.0002590354

plot(cv.lasso.2.2)
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# lasso  
dlasso.2.2 <- rlasso(formula2.2, data = dat[train,],   
 lambda.start = cv.lambda.2.2, post = F)  
#summary(dlasso.2.2, all = F)  
focal2 <- which(coef(dlasso.2.2)[-1]!=0)  
length(focal2)

## [1] 81

formula2.4 <- paste(c("JWTR",varnames), collapse = "~")  
# k-fold cv  
xtrain <- model.matrix(as.formula(formula2.4), data = dat[train,])[,-1]  
ytrain <- drop.levels(dat[train,]$JWTR) # factor level "11" has 0 observations, use drop.levels()  
cv.lasso.2.4 <- cv.glmnet(xtrain, ytrain, alpha = 1, family = "multinomial", nfolds = 3) # 1 for lasso  
cv.lambda.2.4 <- cv.lasso.2.4$lambda.min # get smallest tuning parameter  
cv.lambda.2.4

## [1] 3.31276e-05

plot(cv.lasso.2.4)
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# lasso  
tempdat2 <- fastDummies::dummy\_cols(dat)  
focal4 <- c()  
for (ii in 1:11) {  
 if (ii<10) {  
 formula2.4.n <- paste(c(paste("JWTR\_0",ii,sep=""),varnames), collapse = "~")  
 dlasso.2.4.n <- rlasso(formula2.4.n, data = tempdat2[train,],   
 lambda.start = cv.lambda.2.4, post = F)  
 focal4.n <- which(coef(dlasso.2.4.n)[-1]!=0)  
 focal4 <- unique(c(focal4, names(focal4.n)))  
 } else if (ii==10) {  
 formula2.4.n <- paste(c("JWTR\_10",varnames), collapse = "~")  
 dlasso.2.4.n <- rlasso(formula2.4.n, data = tempdat2[train,],   
 lambda.start = cv.lambda.2.4, post = F)  
 focal4.n <- which(coef(dlasso.2.4.n)[-1]!=0)  
 focal4 <- unique(c(focal4, names(focal4.n)))  
 } else if (ii==11) {  
 formula2.4.n <- paste(c("JWTR\_12",varnames), collapse = "~")  
 dlasso.2.4.n <- rlasso(formula2.4.n, data = tempdat2[train,],   
 lambda.start = cv.lambda.2.4, post = F)  
 focal4.n <- which(coef(dlasso.2.4.n)[-1]!=0)  
 focal4 <- unique(c(focal4, names(focal4.n)))  
 }  
}  
length(focal4)

## [1] 213

# STEP 3: Take union of all remainder potential variates  
union <- c(names(control), names(focal1), names(focal2), focal4)  
if (any(duplicated(union))==T) {  
 union <- unique(union)  
}  
  
#cat("\nTotal number of feature variables kept from Double Lasso\n")  
length(union)

## [1] 219

# STEP 4: do OLS of y on focals and kept potential variates  
unionf <- paste(c("SameResidenceWorkplace\*JWMNP+JWTR\*JWMNP",union), collapse = "+")  
formula <- paste(c("log(IncomePovertyRatio)", unionf), collapse = "~")  
  
# name all extra variables created from doing LASSO  
dattemp <- dat  
#olsDLasso1<- lm(formula, data = dattemp)  
# run this code if rlasso created extra dummy vars  
for (i in 1:500) { # look at formula and count how many new vars need to be made  
 error <- myTryCatch(olsDLasso1<- lm(formula, data = dattemp)) # CAUTION  
 newvars <- substr(error[[1]], 45, str\_length(error[[1]])-12)  
 existingvars <- names(dattemp)[which(str\_detect(newvars, names(dattemp)))]  
 existingchars <- sub(existingvars, "", newvars)  
 dattemp[,newvars] <- dattemp[,which(names(dattemp)==existingvars)]==existingchars  
}
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# start with declairing the new vars  
which(colSums(is.na(dattemp))==nrow(dattemp))

## SCIENGRLP1 SCIENGRLP2   
## 238 239

dattemp$MARHT3 <- dattemp$MARHT == "3"  
dattemp$MARHD2 <- dattemp$MARHD == "2"  
dattemp$MARHD8 <- dattemp$MARHD == "8"  
dattemp$MARHT2 <- dattemp$MARHT == "2"  
  
  
which(lapply(dattemp, class)=="matrix")

## named integer(0)

dattemp$SCIENGRLP1 <- dattemp$SCIENGRLP == "1"  
dattemp$SCIENGRLP2 <- dattemp$SCIENGRLP == "2"  
  
# multicolinearity: get which variables have <2 unique values  
multicol <- names(which(sapply(dattemp[train,], function(x) length(unique(x))<2)))  
# manually delete some of the rest (NA values in summary of lm, multicollinearity)  
multicol <- c(multicol,  
 "MSP3","MSP4","MSP5","ENG1","SCHL21","DRIVESP6",  
 "NATIVITY2","SCHL18","DECADE6","WAOB4")  
union <- union[-which(union %in% multicol)] # delete them from formula  
aliased <- which(summary(lm(formula, data = dattemp[train,]))$aliased)  
union <- union[-which(union %in% names(aliased))]  
  
# rewrite formula for OLS  
unionf <- paste(c("SameResidenceWorkplace\*JWMNP+JWTR\*JWMNP",union), collapse = "+")  
formula <- paste(c("log(IncomePovertyRatio)", unionf), collapse = "~")  
  
# Training OLS regression post LASSO  
olsDLasso1 <- lm(formula, data = dattemp[train,])  
DMLresult <- summary(olsDLasso1)  
#cat("\nPost-Double LASSO OLS Result\n")  
DMLresult

##   
## Call:  
## lm(formula = formula, data = dattemp[train, ])  
##   
## Residuals:  
## Min 1Q Median 3Q Max   
## -3.0233 -0.2576 -0.0282 0.2212 3.5316   
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)   
## (Intercept) 1.918e+00 1.461e-01 13.124 < 2e-16 \*\*\*  
## SameResidenceWorkplaceTRUE -8.169e-02 4.054e-03 -20.149 < 2e-16 \*\*\*  
## JWMNP 1.431e-03 7.106e-05 20.141 < 2e-16 \*\*\*  
## JWTR02 1.093e-02 1.481e-02 0.737 0.460822   
## JWTR03 3.399e-02 4.974e-02 0.683 0.494321   
## JWTR04 2.488e-01 1.612e-02 15.434 < 2e-16 \*\*\*  
## JWTR05 3.626e-01 1.985e-02 18.263 < 2e-16 \*\*\*  
## JWTR06 3.288e-01 4.727e-02 6.955 3.53e-12 \*\*\*  
## JWTR07 8.782e-02 2.524e-02 3.479 0.000503 \*\*\*  
## JWTR08 -2.325e-02 2.305e-02 -1.009 0.313043   
## JWTR09 -5.182e-02 1.791e-02 -2.894 0.003805 \*\*   
## JWTR10 -6.349e-02 1.350e-02 -4.705 2.54e-06 \*\*\*  
## JWTR12 9.491e-03 1.469e-02 0.646 0.518130   
## SPORDER -6.923e-02 1.313e-03 -52.723 < 2e-16 \*\*\*  
## PWGTP 4.407e-05 6.578e-06 6.700 2.09e-11 \*\*\*  
## AGEP 4.456e-03 4.849e-04 9.191 < 2e-16 \*\*\*  
## CIT3TRUE -3.097e-02 6.628e-03 -4.672 2.98e-06 \*\*\*  
## CIT4TRUE 9.808e-03 4.480e-03 2.189 0.028572 \*   
## CIT5TRUE -1.488e-02 4.987e-03 -2.983 0.002857 \*\*   
## COW2TRUE -8.112e-02 1.805e-03 -44.949 < 2e-16 \*\*\*  
## COW3TRUE -8.743e-02 1.869e-03 -46.793 < 2e-16 \*\*\*  
## COW4TRUE -1.141e-01 2.277e-03 -50.089 < 2e-16 \*\*\*  
## COW5TRUE 6.980e-02 2.941e-03 23.732 < 2e-16 \*\*\*  
## COW6TRUE -1.073e-01 2.194e-03 -48.883 < 2e-16 \*\*\*  
## COW7TRUE 9.960e-02 2.500e-03 39.844 < 2e-16 \*\*\*  
## COW8TRUE -1.725e-01 1.103e-02 -15.645 < 2e-16 \*\*\*  
## DDRS2TRUE -2.697e-02 8.954e-03 -3.012 0.002594 \*\*   
## DEYE2TRUE 2.110e-02 5.392e-03 3.913 9.13e-05 \*\*\*  
## DPHY2TRUE 2.578e-02 5.036e-03 5.119 3.07e-07 \*\*\*  
## DREM2TRUE 3.432e-02 5.451e-03 6.296 3.06e-10 \*\*\*  
## ENG2TRUE -9.786e-02 2.844e-03 -34.408 < 2e-16 \*\*\*  
## ENG3TRUE -1.272e-01 3.656e-03 -34.784 < 2e-16 \*\*\*  
## ENG4TRUE -1.138e-01 6.350e-03 -17.920 < 2e-16 \*\*\*  
## FER1TRUE 4.442e-02 5.013e-03 8.861 < 2e-16 \*\*\*  
## FER2TRUE 2.342e-02 2.036e-03 11.503 < 2e-16 \*\*\*  
## GCL2TRUE 2.570e-01 2.083e-02 12.342 < 2e-16 \*\*\*  
## GCR2TRUE 8.356e-02 4.472e-02 1.869 0.061677 .   
## HINS12TRUE -1.520e-01 1.500e-03 -101.372 < 2e-16 \*\*\*  
## HINS22TRUE -1.308e-02 1.728e-03 -7.569 3.76e-14 \*\*\*  
## HINS42TRUE 9.252e-02 2.248e-03 41.164 < 2e-16 \*\*\*  
## HINS52TRUE -2.228e-02 3.320e-03 -6.711 1.94e-11 \*\*\*  
## HINS62TRUE 5.436e-02 3.758e-03 14.465 < 2e-16 \*\*\*  
## HINS72TRUE 3.229e-03 8.499e-03 0.380 0.703987   
## LANX2TRUE 1.159e-02 2.012e-03 5.758 8.50e-09 \*\*\*  
## MAR2TRUE -2.623e-02 3.210e-03 -8.173 3.02e-16 \*\*\*  
## MAR3TRUE -4.197e-02 1.670e-03 -25.131 < 2e-16 \*\*\*  
## MAR4TRUE -4.869e-02 3.359e-03 -14.493 < 2e-16 \*\*\*  
## MARHD2TRUE -2.075e-02 4.490e-03 -4.621 3.81e-06 \*\*\*  
## MARHT2TRUE -5.534e-03 1.472e-03 -3.758 0.000171 \*\*\*  
## MARHT3TRUE -2.639e-02 2.677e-03 -9.860 < 2e-16 \*\*\*  
## MARHYP -3.978e-04 6.967e-05 -5.710 1.13e-08 \*\*\*  
## MIG2TRUE -5.720e-02 8.815e-03 -6.489 8.64e-11 \*\*\*  
## MIG3TRUE -1.420e-02 1.707e-03 -8.323 < 2e-16 \*\*\*  
## NWAB2TRUE -2.978e-02 9.740e-03 -3.057 0.002234 \*\*   
## NWAV5TRUE 7.657e-03 5.268e-03 1.454 0.146062   
## NWLA3TRUE 3.213e-03 1.069e-02 0.301 0.763636   
## NWLK3TRUE 8.442e-02 7.974e-03 10.586 < 2e-16 \*\*\*  
## NWRE2TRUE 6.009e-02 1.167e-02 5.149 2.62e-07 \*\*\*  
## RELP01TRUE -1.579e-01 1.740e-03 -90.721 < 2e-16 \*\*\*  
## RELP02TRUE -2.422e-01 4.139e-03 -58.517 < 2e-16 \*\*\*  
## RELP03TRUE -2.222e-01 2.175e-02 -10.218 < 2e-16 \*\*\*  
## RELP04TRUE -2.501e-01 1.523e-02 -16.422 < 2e-16 \*\*\*  
## RELP05TRUE -2.344e-01 7.721e-03 -30.357 < 2e-16 \*\*\*  
## RELP06TRUE -2.428e-01 7.102e-03 -34.192 < 2e-16 \*\*\*  
## RELP07TRUE -2.017e-01 1.581e-02 -12.757 < 2e-16 \*\*\*  
## RELP08TRUE -3.037e-01 1.467e-02 -20.705 < 2e-16 \*\*\*  
## RELP09TRUE -2.874e-01 7.891e-03 -36.425 < 2e-16 \*\*\*  
## RELP10TRUE -2.442e-01 8.130e-03 -30.035 < 2e-16 \*\*\*  
## RELP11TRUE -2.412e-01 1.051e-02 -22.950 < 2e-16 \*\*\*  
## RELP12TRUE -2.277e-01 7.150e-03 -31.849 < 2e-16 \*\*\*  
## RELP13TRUE -2.062e-01 4.674e-03 -44.118 < 2e-16 \*\*\*  
## RELP15TRUE -2.442e-01 7.903e-03 -30.895 < 2e-16 \*\*\*  
## RELP17TRUE -2.786e-01 1.332e-02 -20.911 < 2e-16 \*\*\*  
## SCHL04TRUE -1.043e-01 3.053e-02 -3.416 0.000635 \*\*\*  
## SCHL05TRUE -1.342e-01 2.178e-02 -6.160 7.27e-10 \*\*\*  
## SCHL06TRUE -1.007e-01 1.467e-02 -6.863 6.73e-12 \*\*\*  
## SCHL07TRUE -1.055e-01 1.708e-02 -6.175 6.61e-10 \*\*\*  
## SCHL08TRUE -1.064e-01 1.370e-02 -7.771 7.82e-15 \*\*\*  
## SCHL09TRUE -1.012e-01 6.870e-03 -14.725 < 2e-16 \*\*\*  
## SCHL10TRUE -1.151e-01 1.224e-02 -9.400 < 2e-16 \*\*\*  
## SCHL11TRUE -8.077e-02 7.093e-03 -11.386 < 2e-16 \*\*\*  
## SCHL12TRUE -1.061e-01 5.992e-03 -17.709 < 2e-16 \*\*\*  
## SCHL13TRUE -1.301e-01 5.561e-03 -23.397 < 2e-16 \*\*\*  
## SCHL14TRUE -1.185e-01 5.176e-03 -22.892 < 2e-16 \*\*\*  
## SCHL15TRUE -9.016e-02 4.420e-03 -20.397 < 2e-16 \*\*\*  
## SCHL16TRUE -6.246e-02 2.171e-03 -28.772 < 2e-16 \*\*\*  
## SCHL17TRUE -8.702e-02 3.278e-03 -26.545 < 2e-16 \*\*\*  
## SCHL19TRUE 3.397e-02 2.304e-03 14.741 < 2e-16 \*\*\*  
## SCHL20TRUE 6.445e-02 2.424e-03 26.591 < 2e-16 \*\*\*  
## SCHL22TRUE 1.233e-01 2.478e-03 49.751 < 2e-16 \*\*\*  
## SCHL23TRUE 3.437e-01 8.596e-03 39.985 < 2e-16 \*\*\*  
## SCHL24TRUE 2.175e-01 6.802e-03 31.977 < 2e-16 \*\*\*  
## SEX2TRUE -7.976e-02 2.289e-02 -3.484 0.000493 \*\*\*  
## WKHP 1.365e-02 4.765e-05 286.546 < 2e-16 \*\*\*  
## WKW2TRUE -7.342e-02 3.505e-03 -20.948 < 2e-16 \*\*\*  
## WKW3TRUE -1.582e-01 2.339e-03 -67.629 < 2e-16 \*\*\*  
## WKW4TRUE -2.789e-01 2.820e-03 -98.897 < 2e-16 \*\*\*  
## WKW5TRUE -4.105e-01 3.867e-03 -106.155 < 2e-16 \*\*\*  
## WKW6TRUE -5.210e-01 3.940e-03 -132.240 < 2e-16 \*\*\*  
## DECADE3TRUE 3.593e-02 6.193e-03 5.801 6.58e-09 \*\*\*  
## DECADE4TRUE 2.350e-02 4.386e-03 5.359 8.37e-08 \*\*\*  
## DECADE7TRUE -2.040e-02 3.331e-03 -6.125 9.10e-10 \*\*\*  
## DECADE8TRUE -5.498e-02 4.133e-03 -13.302 < 2e-16 \*\*\*  
## DIS2TRUE 4.190e-02 4.841e-03 8.655 < 2e-16 \*\*\*  
## DRIVESP1TRUE -1.330e-02 1.269e-02 -1.049 0.294402   
## DRIVESP2TRUE -6.237e-02 1.281e-02 -4.870 1.12e-06 \*\*\*  
## DRIVESP3TRUE -5.937e-02 1.334e-02 -4.451 8.55e-06 \*\*\*  
## DRIVESP4TRUE -5.789e-02 1.438e-02 -4.025 5.70e-05 \*\*\*  
## DRIVESP5TRUE -3.096e-02 1.578e-02 -1.962 0.049801 \*   
## MSP2TRUE -1.459e-02 3.143e-03 -4.642 3.45e-06 \*\*\*  
## PAOC1TRUE -9.965e-02 2.304e-02 -4.324 1.53e-05 \*\*\*  
## PAOC2TRUE -1.329e-01 2.291e-02 -5.803 6.53e-09 \*\*\*  
## PAOC4TRUE -1.321e-01 2.288e-02 -5.773 7.80e-09 \*\*\*  
## QTRBIR3TRUE 3.229e-03 1.189e-03 2.715 0.006626 \*\*   
## RACAIAN1TRUE -2.852e-02 5.081e-03 -5.612 2.00e-08 \*\*\*  
## RACASN1TRUE 6.301e-02 4.437e-03 14.203 < 2e-16 \*\*\*  
## RACBLK1TRUE -6.564e-02 4.108e-03 -15.980 < 2e-16 \*\*\*  
## RACPI1TRUE -2.557e-02 1.224e-02 -2.088 0.036787 \*   
## RACWHT1TRUE 2.257e-02 3.879e-03 5.817 6.00e-09 \*\*\*  
## SCIENGRLP1TRUE 3.276e-01 3.554e-03 92.186 < 2e-16 \*\*\*  
## SCIENGRLP2TRUE 2.506e-01 2.330e-03 107.536 < 2e-16 \*\*\*  
## WAOB2TRUE 1.641e-02 5.217e-02 0.315 0.753068   
## WAOB3TRUE -1.879e-02 4.167e-03 -4.508 6.54e-06 \*\*\*  
## WAOB5TRUE 6.072e-02 4.846e-03 12.528 < 2e-16 \*\*\*  
## WAOB6TRUE -2.510e-02 6.657e-03 -3.771 0.000163 \*\*\*  
## WAOB7TRUE 1.233e-01 8.684e-03 14.196 < 2e-16 \*\*\*  
## WAOB8TRUE 1.105e-01 1.535e-02 7.198 6.13e-13 \*\*\*  
## AGEP\_HINS31 1.562e-03 2.448e-04 6.382 1.75e-10 \*\*\*  
## SCIENGP\_SCHL01 -9.545e-02 5.379e-03 -17.745 < 2e-16 \*\*\*  
## SCIENGP1\_SCHL22 1.123e-01 3.115e-03 36.039 < 2e-16 \*\*\*  
## SCIENGP1\_SCHL23 2.355e-01 5.968e-03 39.456 < 2e-16 \*\*\*  
## SCIENGP1\_SCHL24 1.742e-01 7.863e-03 22.154 < 2e-16 \*\*\*  
## SCIENGRLP1\_SCHL22 7.894e-03 5.833e-03 1.353 0.175985   
## SCIENGRLP2\_SCHL23 1.390e-02 9.687e-03 1.435 0.151276   
## SCIENGRLP1\_SCHL24 7.851e-02 1.269e-02 6.188 6.08e-10 \*\*\*  
## AGEP\_VETERAN 5.122e-04 1.336e-04 3.834 0.000126 \*\*\*  
## AGEP\_GCL 6.289e-03 9.141e-04 6.880 5.99e-12 \*\*\*  
## DOUT2TRUE -7.836e-03 6.693e-03 -1.171 0.241662   
## MARHD8TRUE -5.994e-03 1.348e-02 -0.445 0.656588   
## NWAB3TRUE 8.029e-04 1.048e-02 0.077 0.938949   
## RACNH1TRUE -1.854e-03 1.226e-02 -0.151 0.879789   
## RACSOR1TRUE 8.821e-03 4.479e-03 1.969 0.048897 \*   
## AGEP\_GCL2 6.915e-04 4.779e-04 1.447 0.147896   
## CIT2TRUE -4.371e-02 5.260e-02 -0.831 0.406013   
## DEAR2TRUE 1.772e-03 5.003e-03 0.354 0.723115   
## GCL1TRUE 1.786e-01 4.101e-02 4.355 1.33e-05 \*\*\*  
## NWLA2TRUE -1.020e-02 1.103e-02 -0.925 0.354919   
## DECADE5TRUE 1.040e-03 3.506e-03 0.297 0.766786   
## SCIENGP1\_SCHL21 7.754e-02 2.292e-03 33.827 < 2e-16 \*\*\*  
## VETERAN -1.758e-02 7.315e-03 -2.404 0.016228 \*   
## GCM1TRUE 1.106e-02 1.711e-02 0.646 0.518256   
## GCM2TRUE -6.377e-03 1.695e-02 -0.376 0.706680   
## GCM4TRUE 2.230e-02 1.348e-02 1.654 0.098059 .   
## HINS32TRUE 4.964e-02 1.664e-02 2.983 0.002857 \*\*   
## NWAV3TRUE -2.263e-02 8.308e-03 -2.723 0.006466 \*\*   
## SCHL02TRUE -3.983e-02 3.363e-02 -1.184 0.236227   
## SCHL03TRUE -6.848e-02 3.793e-02 -1.805 0.071006 .   
## DECADE1TRUE 1.600e-02 3.138e-02 0.510 0.610265   
## DECADE2TRUE 5.866e-03 1.042e-02 0.563 0.573573   
## PAOC3TRUE -1.105e-01 2.305e-02 -4.795 1.63e-06 \*\*\*  
## AGEP\_GCR1 1.164e-03 7.613e-04 1.529 0.126288   
## GCM3TRUE 2.665e-03 1.223e-02 0.218 0.827452   
## NWAV2TRUE -8.294e-03 1.418e-02 -0.585 0.558620   
## NWLK2TRUE 7.811e-02 7.118e-03 10.973 < 2e-16 \*\*\*  
## NWRE3TRUE 3.179e-02 1.178e-02 2.698 0.006973 \*\*   
## QTRBIR2TRUE 2.164e-03 1.219e-03 1.776 0.075757 .   
## SameResidenceWorkplaceTRUE:JWMNP 4.053e-06 7.287e-05 0.056 0.955644   
## JWMNP:JWTR02 -4.712e-04 1.278e-04 -3.688 0.000226 \*\*\*  
## JWMNP:JWTR03 -4.075e-04 1.036e-03 -0.393 0.693954   
## JWMNP:JWTR04 -3.007e-03 1.743e-04 -17.252 < 2e-16 \*\*\*  
## JWMNP:JWTR05 -1.646e-03 1.913e-04 -8.605 < 2e-16 \*\*\*  
## JWMNP:JWTR06 -1.650e-03 6.101e-04 -2.704 0.006852 \*\*   
## JWMNP:JWTR07 -1.013e-03 7.045e-04 -1.439 0.150256   
## JWMNP:JWTR08 3.503e-04 6.298e-04 0.556 0.578017   
## JWMNP:JWTR09 1.478e-03 4.447e-04 3.325 0.000885 \*\*\*  
## JWMNP:JWTR10 4.182e-04 2.490e-04 1.680 0.093044 .   
## JWMNP:JWTR12 -4.323e-05 1.213e-04 -0.356 0.721470   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## Residual standard error: 0.435 on 781192 degrees of freedom  
## Multiple R-squared: 0.5123, Adjusted R-squared: 0.5122   
## F-statistic: 4662 on 176 and 781192 DF, p-value: < 2.2e-16

# Test Prediction  
pred.olsDLasso.1 <- predict(olsDLasso1, newdata = dattemp[-train,])  
summary(pred.olsDLasso.1)

## Min. 1st Qu. Median Mean 3rd Qu. Max.   
## -0.3127 1.9878 2.2644 2.2562 2.5408 4.2571

length(na.omit(pred.olsDLasso.1)) # count remaining observations

## [1] 195343

# test error  
mse.1 <- mean((pred.olsDLasso.1-log(dattemp[-train,]$IncomePovertyRatio))^2, na.rm=T)  
#cat("\nMSE\n")  
mse.1

## [1] 0.1894029

## Result 1 Analysis & Hypothesis Testing

# 3 Ways of getting Test R2  
y <- log(dattemp[-train,]$IncomePovertyRatio)-mean(log(dattemp[-train,]$IncomePovertyRatio))  
yhat <- pred.olsDLasso.1-mean(pred.olsDLasso.1)  
u <- y - yhat  
# 1:  
# R2 = yhat\*yhat/yTy  
r2\_1 <- (yhat %\*% yhat)/(y %\*% y)  
r2\_1

## [,1]  
## [1,] 0.5125579

# 2:  
# R2 = 1- SSR/SST = 1- uTu/yTy  
r2\_2 <- 1 - (u %\*% u)/(y %\*% y)  
r2\_2

## [,1]  
## [1,] 0.5089613

# 3:  
# R2 = corr(y, yhat)^2, "fair r-squared"  
r2\_3 <- cor.test(y, yhat, use = "complete.obs")  
# now, square the correlation coefficient  
r2\_3

##   
## Pearson's product-moment correlation  
##   
## data: y and yhat  
## t = 449.97, df = 195341, p-value < 2.2e-16  
## alternative hypothesis: true correlation is not equal to 0  
## 95 percent confidence interval:  
## 0.7112352 0.7155903  
## sample estimates:  
## cor   
## 0.7134197

r2\_3$estimate^2

## cor   
## 0.5089676

# or r2\_3 =   
require(miscTools)

## Loading required package: miscTools

rSquared(log(dattemp[-train,]$IncomePovertyRatio), resid = (log(dattemp[-train,]$IncomePovertyRatio)-pred.olsDLasso.1))

## [,1]  
## [1,] 0.5089606

# False Discovery Rate control  
p <- as.data.frame(DMLresult$coefficients[,4])  
sigcode <- cut(p[,1], breaks = c(-Inf, 0.001, 0.01, 0.05, 0.1, 1),   
 labels = c("\*\*\*", "\*\*", "\*", ".", " "))  
p$"" <- sigcode  
  
# sort by increasing p-value  
p <- p[order(p$`DMLresult$coefficients[, 4]`),]  
p$BY <- 0  
m <- nrow(p)  
Q = 0.10 # 10%  
cm=0  
for (ii in 1:m) {  
 cm = cm + 1/ii  
 p[ii,3] <- ii/m/cm\*Q  
}  
noreject <- (!(p[,1] < p[,3]))  
plot(p$`DMLresult$coefficients[, 4]`,ylab="P-Value", col = ifelse(noreject,'red','black'))

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAeAAAAGACAMAAABC/kH9AAAAXVBMVEUAAAAAADoAAGYAOjoAOpAAZrY6AAA6ADo6AGY6Ojo6kNtmAABmADpmZmZmtrZmtv+QOgCQkGaQ2/+2ZgC2/7a2///bkDrb/9vb////AAD/tmb/25D//7b//9v///8xvvilAAAACXBIWXMAAA7DAAAOwwHHb6hkAAAK8ElEQVR4nO2djXbiOBJGPdlOeibMbrJhw7QJ4f0fc23LpsFgwJJKlj7uzUmfTE6fUuM7+itb5WoP0lRL/wPAFgSLg2BxECwOgsVBsDgIFgfB4iBYHASLg2BxECwOgsVBsDgIFgfB4iBYHASLg2BxECwOgsVBsDgIFgfB4iBYHASLg2BxECwOgsVBsDgIFgfB4iBYHASLg2BxECwOgsVBsDgIFgfB4iBYHASLg2BxECwOgsVBsDgIFgfB4iBYHASLg2BxECwOgsVBsDgIFgfB4iBYHASLg2BxECwOgsVBsDgIFgfB4iBYHASLg2BxECwOgsVBsDgIFgfB4iBYHASLg2BxECwOgsWJLLiCRCwlOG44mALB4iBYHASLg2A56ro++i8Eq1H33z0IFqM++rMFwWK4ARrBqrR6awTL0utlDlalG55ZResyXmIhWI3RJgnBcpwO0AiWB8HiIFgcBIuDYHEQLMV4DY1gLc52wQiW4jyPhWApECwOgtVhDlaHVfTDgWBxjASvq+r5+72qqrco4cAbG8GbH78ax8/7/W71GiEc+GMi+Pu90br942PvVIeGgzs5X2IZCd6tmpF5+/S5H/4MCwf3cWGTRA8W4lKaw3wO7lQHh4N7SCmYVfQCJBWcOhzsU87B6cNBS7JV9BEbVtHLkrgHz6/uA2EwRIuDYHGMBHdbpIaJGRjByTBKdFR9fmNbkehIQ11fWkNbpiodpCrTUPdfZ9jdbHBwsyEJdZ/lSLQPpgenZqitkyrRsRly0MzBSWj0uvI6yTJZu5VbRU/0XwRHxbmt083B6cM9Nn1tnXSr6PThHpvLNwodCFbg4o1CB4LLp54anlsQXDyTOY4OBJfOdI6jA8FlM4zOCNakHgwjWBLntp7IcXQguGCGDOWVRTSCC6Y++poEweVyLQV9AMHlci0FfQDBBXMlQ3kAwSVzo/e2IFgcBJfLHf0XwQVzzwyM4HK5dpf/CASXyrKC10+f+6+XqurqdISHg3MWFdz5/flx8gh8QDi4xIJzcFf+bP3c/siD73Yst4pu+21/uoGjKwtjNEQ3vXdDD84BG8G71dPnUTW00HBwgbsGaLtt0tYdXXmOFA7G3LfE8hO8W1U/fq0nTpXNDwce3LlJ8hLcDLvNzDpZKHhuOPDBUHA7t7ZLp6kKWKdQJ8sGQ8HtHqgVPLUBuh6FOlmRsJuDhx68njz7OysceGK3inZz8GaykOzMcODDnXq9V9FXbiN0UCfLlP4wwz1QJ6tAer3LJTqosmPKjfOEp/isoqsbwy91smy5cZ7wFO8efG2XRA+2ZBigrefg9WSemTpZlgx6DVfRjquJDupkmdEfWLn3r/sLvi9VGdwujLg7SenwFrxbXRmiI7YLY+5NUjr8V9FBmUoEBzBjgOa5aHkQXBg3DwSPQHBZ3CzZMGam4EMa62omK2a7cMysLGUHPbgoECxOEsHDMM0QnZ6+5pntNmn949fmef/1whMdyblV9ewCPomO1/22faqSZ7JSMzNL2eH3VOXXn5/dtz8I9iCN4PZm7+7vDwSnJ43g7jbS+pUhegHm3Wfo8NkmrZ/blXTQIhrBPsxdYLWwDy4Hj/7rkaoM2hx5tAsDPjOwVy466Eb/7HZhIIlgd2bh+qmGuO3CQCLBe9eNw45/I9iHFHPwwPauVPSVdCaCPZi/hjZ6bPaOu8YIToR/D76W5+ifd6cHL4/RHLxbtf4RvDxmq+h185cQvDx2++BN9YrgmPgssUwzWV8v/0JwPLw2Sb6LrKPzoVdoRnMEx8IvzWErOEq74MhVMIXQIpGr4HEUCqH5kuEcHKVdGEiyio4GghMxW/CmGV5vb5UohJYLcwVvrieoeiiElg0zBbvJ99YDlZRRygevTNatSsIUQouP3xLLSDA9ODqemyQjwRRCi41vmsNKMIXQIpOd4HjtQktCwdToWIRUc3A0EDyTRKvoaCA4EQguAt/+i+Ay8J6BEVwE/mtoBBcBgsUZ3sLhA4LzZ3YB0mMQnD0zX9IwAsHZEzIDI7gAEKxOwC4YwUXgPwMjWB4Ei4NgcRCcPSEzMIKzZ8bb3C9iJPhwwIXjo2HMeZv7RWwEtwdc3NsrERzE/LesjDER7B58/35v3+yA4BAyFTwcXWnfz4LgEGa9zf0ihj1439aGR3AYc97mfhGjObjXOl35H8F3EqbXcBXtBunvdwQvC/tgcRAsjrVgFlkLk7gHUycrNQzR4iA4b0J3SVaCqZMVh6DHsTqMEh3UyYpC2AOVHbapSqrshJGrYOpkRSJXwfTgCNR1/zbZPOdg6mSF0bmt9x4vDB5htIqmTlYYdec25FThAPvgHKlPvoJAcI4gWBw3A9cR/CI4R4blVfgSC8E5EnakfwSC8yNCeuM3CM4PBIsTIX/1GwTnxrCAjgSCMyP4tNkIBOdF+GGkEQjOCwSL098hjOYXwVkxpCjj+UVwTrjOG1MvgnNieIADwaJEukF4CoIzof79kE7UuAjOg3owHNkvgvOg/n0POHJkjq5kwbD7je6Xoys5UPdq4/dfHnzPgX5zVEdePzs4urI49fCMjkH/pQdnwPBWJAu9HF1ZnGq4AWzjl6MryalOGfQa+c1jH1w9Fvvuq6euLPXmIbjqPu7+5OvoSmT0q/BIpz80P9bdXyhX8B11soYPfHZBsvuVSfC6/fa7uPeQQZ2shxbc9mHDATqLIfqxBI9/qIxrwmUg+KHm4PMFZdzrevVCx/mLHfNuNpx9aGlmXchguNkgDqlKcbjZIA49WJzFbjZAIkwE377Z4B96NoRfuqGyL1HZ4ZM0VPYlKjt8kobKvkRlh0/SUNmXqOzwSRoq+xKVHT5JQ2VforLDJ2mo7EtUdvgkDZV9icoOv0BDsAwIFgfB4iBYHASLg2BxECwOgsVBsDgIFgfB4iBYHASLYyV4W1V/fJhEdk92Ptu08fVn90D/IXLkJlx4008wxkjwtvl3b23+7V8/P8za2K26ExuHyJGb6MNbfoIzbAS7MxDrZ4vYw6kZgza27tzkIXLkJvrwlp/gHBvBXy/tEYipOg9hbJ6t2thWr921P0SO28QQ3vATXMBIcDcITZ1QC2P9VzOBvRq14QQPkaM34UKZfoIxNoLdxGIyvexW7bmZ9atNG93VPkSO3kQX3vYTjClOcN/A02exgg8/FizYfPBppq9yh+gOq08wprxFlmvg54dJG5aLrP2pYKNPMKa4bZK7Ks2VMmlja7lNOvn/x+oTjCkv0dFdkGaJYtLG1jTRMayiLT/BGKtU5cYuCbduNhlvRm30Y+ghcuQm+vCWn2AMNxvEQbA4CBYHweIgWBwEi4NgcRAsDoLFQbA4CBYHweIgWBwEi4NgcRAsDoLFQbA4CBYHweIgWBwEi4NgcRAsDoLFQbA4CBbn8QSfnfayPv61LAhGsBgIFqfxuVv9Z+UOcLbnN//bCt64wjftcfvdauLt10XyoIIbp5vme9343Fb9f3y9vHZn+qdeX18mDyr41VVB6YoprPtfdMezt0//+1tqxH5QwW9tuaq3Q8EGNw13vteVbc2M1Dy04M1BcOV4awsOvi39L4zKQwse9eCW7/d/25Y1Ss1DC+4LVfW/6Nj8+OddaRH92IK7xfNhFe1WW2/WpecS89iCT/fBjdh1s0X6fldaZj2e4AcDweIgWBwEi4NgcRAsDoLFQbA4CBYHweIgWBwEi4NgcRAsDoLFQbA4CBYHweIgWBwEi4NgcRAsDoLFQbA4/wf7DcCsUQRY1gAAAABJRU5ErkJggg==)

noreject <- which(noreject)  
p <- p[noreject,] # these one's we cannot reject the null  
names(p) <- c("p-value","Sig. Level","BY Stat")  
p

## p-value Sig. Level BY Stat  
## VETERAN 0.01622773 \* 0.01390240  
## CIT4TRUE 0.02857226 \* 0.01398663  
## RACPI1TRUE 0.03678683 \* 0.01407078  
## RACSOR1TRUE 0.04889671 \* 0.01415484  
## DRIVESP5TRUE 0.04980121 \* 0.01423881  
## GCR2TRUE 0.06167725 . 0.01432270  
## SCHL03TRUE 0.07100579 . 0.01440650  
## QTRBIR2TRUE 0.07575731 . 0.01449022  
## JWMNP:JWTR10 0.09304410 . 0.01457386  
## GCM4TRUE 0.09805948 . 0.01465741  
## AGEP\_GCR1 0.12628818 0.01474089  
## NWAV5TRUE 0.14606246 0.01482428  
## AGEP\_GCL2 0.14789649 0.01490759  
## JWMNP:JWTR07 0.15025585 0.01499082  
## SCIENGRLP2\_SCHL23 0.15127602 0.01507397  
## SCIENGRLP1\_SCHL22 0.17598520 0.01515704  
## SCHL02TRUE 0.23622737 0.01524004  
## DOUT2TRUE 0.24166238 0.01532296  
## DRIVESP1TRUE 0.29440172 0.01540580  
## JWTR08 0.31304290 0.01548857  
## NWLA2TRUE 0.35491891 0.01557126  
## CIT2TRUE 0.40601337 0.01565387  
## JWTR02 0.46082218 0.01573642  
## JWTR03 0.49432147 0.01581889  
## JWTR12 0.51813036 0.01590128  
## GCM1TRUE 0.51825607 0.01598361  
## NWAV2TRUE 0.55862008 0.01606586  
## DECADE2TRUE 0.57357341 0.01614804  
## JWMNP:JWTR08 0.57801715 0.01623016  
## DECADE1TRUE 0.61026469 0.01631220  
## MARHD8TRUE 0.65658784 0.01639417  
## JWMNP:JWTR03 0.69395359 0.01647607  
## HINS72TRUE 0.70398697 0.01655791  
## GCM2TRUE 0.70667974 0.01663968  
## JWMNP:JWTR12 0.72146983 0.01672138  
## DEAR2TRUE 0.72311468 0.01680301  
## WAOB2TRUE 0.75306776 0.01688458  
## NWLA3TRUE 0.76363569 0.01696608  
## DECADE5TRUE 0.76678592 0.01704751  
## GCM3TRUE 0.82745213 0.01712888  
## RACNH1TRUE 0.87978946 0.01721019  
## NWAB3TRUE 0.93894933 0.01729143  
## SameResidenceWorkplaceTRUE:JWMNP 0.95564425 0.01737261

# get BY-adjusted p-values  
pBY <- as.data.frame(p.adjust(p[,1], method = "BY")) #Benjamini-Yekutieli  
rownames(pBY) <- rownames(p)  
adjsigcode <- cut(pBY[,1], breaks = c(-Inf, 0.001, 0.01, 0.05, 0.1, 1),   
 labels = c("\*\*\*", "\*\*", "\*", ".", " "))  
pBY$"" <- adjsigcode  
  
# compare p-values for non-rejected  
fdr <- cbind.data.frame(p[,c(1,2)], pBY)  
#rownames(fdr) <- getName  
colnames(fdr) <- c("Original","Sig. Level", "FDR Adj.","Sig. Level")  
fdr

## Original Sig. Level FDR Adj. Sig. Level  
## VETERAN 0.01622773 \* 1   
## CIT4TRUE 0.02857226 \* 1   
## RACPI1TRUE 0.03678683 \* 1   
## RACSOR1TRUE 0.04889671 \* 1   
## DRIVESP5TRUE 0.04980121 \* 1   
## GCR2TRUE 0.06167725 . 1   
## SCHL03TRUE 0.07100579 . 1   
## QTRBIR2TRUE 0.07575731 . 1   
## JWMNP:JWTR10 0.09304410 . 1   
## GCM4TRUE 0.09805948 . 1   
## AGEP\_GCR1 0.12628818 1   
## NWAV5TRUE 0.14606246 1   
## AGEP\_GCL2 0.14789649 1   
## JWMNP:JWTR07 0.15025585 1   
## SCIENGRLP2\_SCHL23 0.15127602 1   
## SCIENGRLP1\_SCHL22 0.17598520 1   
## SCHL02TRUE 0.23622737 1   
## DOUT2TRUE 0.24166238 1   
## DRIVESP1TRUE 0.29440172 1   
## JWTR08 0.31304290 1   
## NWLA2TRUE 0.35491891 1   
## CIT2TRUE 0.40601337 1   
## JWTR02 0.46082218 1   
## JWTR03 0.49432147 1   
## JWTR12 0.51813036 1   
## GCM1TRUE 0.51825607 1   
## NWAV2TRUE 0.55862008 1   
## DECADE2TRUE 0.57357341 1   
## JWMNP:JWTR08 0.57801715 1   
## DECADE1TRUE 0.61026469 1   
## MARHD8TRUE 0.65658784 1   
## JWMNP:JWTR03 0.69395359 1   
## HINS72TRUE 0.70398697 1   
## GCM2TRUE 0.70667974 1   
## JWMNP:JWTR12 0.72146983 1   
## DEAR2TRUE 0.72311468 1   
## WAOB2TRUE 0.75306776 1   
## NWLA3TRUE 0.76363569 1   
## DECADE5TRUE 0.76678592 1   
## GCM3TRUE 0.82745213 1   
## RACNH1TRUE 0.87978946 1   
## NWAB3TRUE 0.93894933 1   
## SameResidenceWorkplaceTRUE:JWMNP 0.95564425 1

# BP test for heteroskedasticity  
bpres1 <- bptest(olsDLasso1, data = dattemp[-train,]) #reject homoskedasticity if p-value is small  
bpres1

##   
## studentized Breusch-Pagan test  
##   
## data: olsDLasso1  
## BP = 58372, df = 176, p-value < 2.2e-16

# F-test  
null = c("SameResidenceWorkplaceTRUE","JWMNP",  
 "JWTR02","JWTR03","JWTR04","JWTR05","JWTR06","JWTR07","JWTR08",  
 "JWTR09","JWTR10","JWTR12")  
if (bpres1$p.value >= 0.001) { # homoskedastic  
 linearHypothesis(olsDLasso1, null, vcov = hccm(olsDLasso1, type = "hc0")) # classical White VCOV  
} else {  
 linearHypothesis(olsDLasso1, null) # default homoskedastic error  
}

## Linear hypothesis test  
##   
## Hypothesis:  
## SameResidenceWorkplaceTRUE = 0  
## JWMNP = 0  
## JWTR02 = 0  
## JWTR03 = 0  
## JWTR04 = 0  
## JWTR05 = 0  
## JWTR06 = 0  
## JWTR07 = 0  
## JWTR08 = 0  
## JWTR09 = 0  
## JWTR10 = 0  
## JWTR12 = 0  
##   
## Model 1: restricted model  
## Model 2: log(IncomePovertyRatio) ~ SameResidenceWorkplace \* JWMNP + JWTR \*   
## JWMNP + SPORDER + PWGTP + AGEP + CIT3 + CIT4 + CIT5 + COW2 +   
## COW3 + COW4 + COW5 + COW6 + COW7 + COW8 + DDRS2 + DEYE2 +   
## DPHY2 + DREM2 + ENG2 + ENG3 + ENG4 + FER1 + FER2 + GCL2 +   
## GCR2 + HINS12 + HINS22 + HINS42 + HINS52 + HINS62 + HINS72 +   
## LANX2 + MAR2 + MAR3 + MAR4 + MARHD2 + MARHT2 + MARHT3 + MARHYP +   
## MIG2 + MIG3 + NWAB2 + NWAV5 + NWLA3 + NWLK3 + NWRE2 + RELP01 +   
## RELP02 + RELP03 + RELP04 + RELP05 + RELP06 + RELP07 + RELP08 +   
## RELP09 + RELP10 + RELP11 + RELP12 + RELP13 + RELP15 + RELP17 +   
## SCHL04 + SCHL05 + SCHL06 + SCHL07 + SCHL08 + SCHL09 + SCHL10 +   
## SCHL11 + SCHL12 + SCHL13 + SCHL14 + SCHL15 + SCHL16 + SCHL17 +   
## SCHL19 + SCHL20 + SCHL22 + SCHL23 + SCHL24 + SEX2 + WKHP +   
## WKW2 + WKW3 + WKW4 + WKW5 + WKW6 + DECADE3 + DECADE4 + DECADE7 +   
## DECADE8 + DIS2 + DRIVESP1 + DRIVESP2 + DRIVESP3 + DRIVESP4 +   
## DRIVESP5 + MSP2 + PAOC1 + PAOC2 + PAOC4 + QTRBIR3 + RACAIAN1 +   
## RACASN1 + RACBLK1 + RACPI1 + RACWHT1 + SCIENGRLP1 + SCIENGRLP2 +   
## WAOB2 + WAOB3 + WAOB5 + WAOB6 + WAOB7 + WAOB8 + AGEP\_HINS31 +   
## SCIENGP\_SCHL01 + SCIENGP1\_SCHL22 + SCIENGP1\_SCHL23 + SCIENGP1\_SCHL24 +   
## SCIENGRLP1\_SCHL22 + SCIENGRLP2\_SCHL23 + SCIENGRLP1\_SCHL24 +   
## AGEP\_VETERAN + AGEP\_GCL + DOUT2 + MARHD8 + NWAB3 + RACNH1 +   
## RACSOR1 + AGEP\_GCL2 + CIT2 + DEAR2 + GCL1 + NWLA2 + DECADE5 +   
## SCIENGP1\_SCHL21 + VETERAN + GCM1 + GCM2 + GCM4 + HINS32 +   
## NWAV3 + SCHL02 + SCHL03 + DECADE1 + DECADE2 + PAOC3 + AGEP\_GCR1 +   
## GCM3 + NWAV2 + NWLK2 + NWRE3 + QTRBIR2  
##   
## Res.Df RSS Df Sum of Sq F Pr(>F)   
## 1 781204 148776   
## 2 781192 147823 12 953.35 419.85 < 2.2e-16 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1

null = c("JWMNP",  
 "JWTR02","JWTR03","JWTR04","JWTR05","JWTR06","JWTR07","JWTR08",  
 "JWTR09","JWTR10","JWTR12",  
 "JWMNP:JWTR02","JWMNP:JWTR03","JWMNP:JWTR04","JWMNP:JWTR05","JWMNP:JWTR06",  
 "JWMNP:JWTR07","JWMNP:JWTR08","JWMNP:JWTR09","JWMNP:JWTR10","JWMNP:JWTR12")  
if (bpres1$p.value >= 0.001) { # homoskedastic  
 linearHypothesis(olsDLasso1, null, vcov = hccm(olsDLasso1, type = "hc0")) # classical White VCOV  
} else {  
 linearHypothesis(olsDLasso1, null)  
}

## Linear hypothesis test  
##   
## Hypothesis:  
## JWMNP = 0  
## JWTR02 = 0  
## JWTR03 = 0  
## JWTR04 = 0  
## JWTR05 = 0  
## JWTR06 = 0  
## JWTR07 = 0  
## JWTR08 = 0  
## JWTR09 = 0  
## JWTR10 = 0  
## JWTR12 = 0  
## JWMNP:JWTR02 = 0  
## JWMNP:JWTR03 = 0  
## JWMNP:JWTR04 = 0  
## JWMNP:JWTR05 = 0  
## JWMNP:JWTR06 = 0  
## JWMNP:JWTR07 = 0  
## JWMNP:JWTR08 = 0  
## JWMNP:JWTR09 = 0  
## JWMNP:JWTR10 = 0  
## JWMNP:JWTR12 = 0  
##   
## Model 1: restricted model  
## Model 2: log(IncomePovertyRatio) ~ SameResidenceWorkplace \* JWMNP + JWTR \*   
## JWMNP + SPORDER + PWGTP + AGEP + CIT3 + CIT4 + CIT5 + COW2 +   
## COW3 + COW4 + COW5 + COW6 + COW7 + COW8 + DDRS2 + DEYE2 +   
## DPHY2 + DREM2 + ENG2 + ENG3 + ENG4 + FER1 + FER2 + GCL2 +   
## GCR2 + HINS12 + HINS22 + HINS42 + HINS52 + HINS62 + HINS72 +   
## LANX2 + MAR2 + MAR3 + MAR4 + MARHD2 + MARHT2 + MARHT3 + MARHYP +   
## MIG2 + MIG3 + NWAB2 + NWAV5 + NWLA3 + NWLK3 + NWRE2 + RELP01 +   
## RELP02 + RELP03 + RELP04 + RELP05 + RELP06 + RELP07 + RELP08 +   
## RELP09 + RELP10 + RELP11 + RELP12 + RELP13 + RELP15 + RELP17 +   
## SCHL04 + SCHL05 + SCHL06 + SCHL07 + SCHL08 + SCHL09 + SCHL10 +   
## SCHL11 + SCHL12 + SCHL13 + SCHL14 + SCHL15 + SCHL16 + SCHL17 +   
## SCHL19 + SCHL20 + SCHL22 + SCHL23 + SCHL24 + SEX2 + WKHP +   
## WKW2 + WKW3 + WKW4 + WKW5 + WKW6 + DECADE3 + DECADE4 + DECADE7 +   
## DECADE8 + DIS2 + DRIVESP1 + DRIVESP2 + DRIVESP3 + DRIVESP4 +   
## DRIVESP5 + MSP2 + PAOC1 + PAOC2 + PAOC4 + QTRBIR3 + RACAIAN1 +   
## RACASN1 + RACBLK1 + RACPI1 + RACWHT1 + SCIENGRLP1 + SCIENGRLP2 +   
## WAOB2 + WAOB3 + WAOB5 + WAOB6 + WAOB7 + WAOB8 + AGEP\_HINS31 +   
## SCIENGP\_SCHL01 + SCIENGP1\_SCHL22 + SCIENGP1\_SCHL23 + SCIENGP1\_SCHL24 +   
## SCIENGRLP1\_SCHL22 + SCIENGRLP2\_SCHL23 + SCIENGRLP1\_SCHL24 +   
## AGEP\_VETERAN + AGEP\_GCL + DOUT2 + MARHD8 + NWAB3 + RACNH1 +   
## RACSOR1 + AGEP\_GCL2 + CIT2 + DEAR2 + GCL1 + NWLA2 + DECADE5 +   
## SCIENGP1\_SCHL21 + VETERAN + GCM1 + GCM2 + GCM4 + HINS32 +   
## NWAV3 + SCHL02 + SCHL03 + DECADE1 + DECADE2 + PAOC3 + AGEP\_GCR1 +   
## GCM3 + NWAV2 + NWLK2 + NWRE3 + QTRBIR2  
##   
## Res.Df RSS Df Sum of Sq F Pr(>F)   
## 1 781213 148435   
## 2 781192 147823 21 612.12 154.04 < 2.2e-16 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1

null = c("SameResidenceWorkplaceTRUE","JWMNP",  
 "JWTR02","JWTR03","JWTR04","JWTR05","JWTR06","JWTR07","JWTR08",  
 "JWTR09","JWTR10","JWTR12",  
 "SameResidenceWorkplaceTRUE:JWMNP",  
 "JWMNP:JWTR02","JWMNP:JWTR03","JWMNP:JWTR04","JWMNP:JWTR05","JWMNP:JWTR06",  
 "JWMNP:JWTR07","JWMNP:JWTR08","JWMNP:JWTR09","JWMNP:JWTR10","JWMNP:JWTR12")  
if (bpres1$p.value >= 0.001) { # homoskedastic  
 linearHypothesis(olsDLasso1, null, vcov = hccm(olsDLasso1, type = "hc0")) # classical White VCOV  
} else {  
 linearHypothesis(olsDLasso1, null)  
}

## Linear hypothesis test  
##   
## Hypothesis:  
## SameResidenceWorkplaceTRUE = 0  
## JWMNP = 0  
## JWTR02 = 0  
## JWTR03 = 0  
## JWTR04 = 0  
## JWTR05 = 0  
## JWTR06 = 0  
## JWTR07 = 0  
## JWTR08 = 0  
## JWTR09 = 0  
## JWTR10 = 0  
## JWTR12 = 0  
## SameResidenceWorkplaceTRUE:JWMNP = 0  
## JWMNP:JWTR02 = 0  
## JWMNP:JWTR03 = 0  
## JWMNP:JWTR04 = 0  
## JWMNP:JWTR05 = 0  
## JWMNP:JWTR06 = 0  
## JWMNP:JWTR07 = 0  
## JWMNP:JWTR08 = 0  
## JWMNP:JWTR09 = 0  
## JWMNP:JWTR10 = 0  
## JWMNP:JWTR12 = 0  
##   
## Model 1: restricted model  
## Model 2: log(IncomePovertyRatio) ~ SameResidenceWorkplace \* JWMNP + JWTR \*   
## JWMNP + SPORDER + PWGTP + AGEP + CIT3 + CIT4 + CIT5 + COW2 +   
## COW3 + COW4 + COW5 + COW6 + COW7 + COW8 + DDRS2 + DEYE2 +   
## DPHY2 + DREM2 + ENG2 + ENG3 + ENG4 + FER1 + FER2 + GCL2 +   
## GCR2 + HINS12 + HINS22 + HINS42 + HINS52 + HINS62 + HINS72 +   
## LANX2 + MAR2 + MAR3 + MAR4 + MARHD2 + MARHT2 + MARHT3 + MARHYP +   
## MIG2 + MIG3 + NWAB2 + NWAV5 + NWLA3 + NWLK3 + NWRE2 + RELP01 +   
## RELP02 + RELP03 + RELP04 + RELP05 + RELP06 + RELP07 + RELP08 +   
## RELP09 + RELP10 + RELP11 + RELP12 + RELP13 + RELP15 + RELP17 +   
## SCHL04 + SCHL05 + SCHL06 + SCHL07 + SCHL08 + SCHL09 + SCHL10 +   
## SCHL11 + SCHL12 + SCHL13 + SCHL14 + SCHL15 + SCHL16 + SCHL17 +   
## SCHL19 + SCHL20 + SCHL22 + SCHL23 + SCHL24 + SEX2 + WKHP +   
## WKW2 + WKW3 + WKW4 + WKW5 + WKW6 + DECADE3 + DECADE4 + DECADE7 +   
## DECADE8 + DIS2 + DRIVESP1 + DRIVESP2 + DRIVESP3 + DRIVESP4 +   
## DRIVESP5 + MSP2 + PAOC1 + PAOC2 + PAOC4 + QTRBIR3 + RACAIAN1 +   
## RACASN1 + RACBLK1 + RACPI1 + RACWHT1 + SCIENGRLP1 + SCIENGRLP2 +   
## WAOB2 + WAOB3 + WAOB5 + WAOB6 + WAOB7 + WAOB8 + AGEP\_HINS31 +   
## SCIENGP\_SCHL01 + SCIENGP1\_SCHL22 + SCIENGP1\_SCHL23 + SCIENGP1\_SCHL24 +   
## SCIENGRLP1\_SCHL22 + SCIENGRLP2\_SCHL23 + SCIENGRLP1\_SCHL24 +   
## AGEP\_VETERAN + AGEP\_GCL + DOUT2 + MARHD8 + NWAB3 + RACNH1 +   
## RACSOR1 + AGEP\_GCL2 + CIT2 + DEAR2 + GCL1 + NWLA2 + DECADE5 +   
## SCIENGP1\_SCHL21 + VETERAN + GCM1 + GCM2 + GCM4 + HINS32 +   
## NWAV3 + SCHL02 + SCHL03 + DECADE1 + DECADE2 + PAOC3 + AGEP\_GCR1 +   
## GCM3 + NWAV2 + NWLK2 + NWRE3 + QTRBIR2  
##   
## Res.Df RSS Df Sum of Sq F Pr(>F)   
## 1 781215 149713   
## 2 781192 147823 23 1890.1 434.27 < 2.2e-16 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1

## Without Potential Endogeneity

## Model 2 Post-Double ML OLs with exogenous variable selection ----------------------------------------------------------------  
# manually delete potentially endogenous variables  
# Can X affect or cause Income or Poverty of Both?  
endog <- c("SPORDER", # household size  
 "CIT3","CIT4","CIT5", # citizenship status  
 "COW2","COW3","COW4","COW5","COW6","COW7","COW8", # class of worker  
 "DDRS2","DEYE2","DPHY2","DREM2", # disability  
 "ENG2","ENG3","ENG4","FER1","FER2", # level of english and child birth  
 "GCL2","GCR2", # grandparents with grandchildren  
 "HINS12","HINS22","HINS42","HINS52","HINS62","HINS72", # insurance  
 "MAR2","MAR3","MAR4","MARHD2","MARHT2","MARHT3", # marriage  
 "MIG2","MIG3", # migration  
 "NWAB2","NWAV5","NWLA3","NWLK3","NWRE2", # current work status  
 "RELP01","RELP02","RELP03","RELP04","RELP05","RELP06","RELP07", # relationship in household  
 "RELP08","RELP09","RELP10","RELP11","RELP12","RELP13","RELP15","RELP17"  
 )  
endog2 <- c(61:79,80,81:86, # degree, sex, work  
 91,92:96,97, # disability, num cars per ppl, marriage status,   
 102:106,107:108, # race, stem degree  
 116:122,123:124,125, # stem\*degree, age\*stuff, disability  
 126:134, # marriage, work, race, age\*stuff, citizenship, disability, work  
 136:140, # school, veteran, grandparents with grandchild  
 142:144, # insurance, work, school  
 148:152 # age\*stuff, grandparents with grandchild, work  
 )  
  
union <- union[-endog2]  
union <- union[-which(union %in% endog)] # delete them from formula  
  
# rewrite formula for OLS  
exogunionf <- paste(union, collapse = "+")  
exogformula <- paste(c("log(IncomePovertyRatio)", exogunionf), collapse = "~")  
  
# Training OLS regression post LASSO  
olsDLasso2 <- lm(exogformula, data = dattemp[train,])  
DMLresult2 <- summary(olsDLasso2)  
# Post-Double LASSO OLS only on Exogeneous vars Result  
DMLresult2

##   
## Call:  
## lm(formula = exogformula, data = dattemp[train, ])  
##   
## Residuals:  
## Min 1Q Median 3Q Max   
## -2.34876 -0.39110 -0.04425 0.33410 3.11596   
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)   
## (Intercept) -1.428e+00 1.631e-01 -8.758 < 2e-16 \*\*\*  
## PWGTP -1.671e-04 8.701e-06 -19.200 < 2e-16 \*\*\*  
## AGEP 8.362e-03 9.287e-05 90.045 < 2e-16 \*\*\*  
## LANX2TRUE 5.025e-02 2.234e-03 22.496 < 2e-16 \*\*\*  
## MARHYP 1.625e-03 7.909e-05 20.547 < 2e-16 \*\*\*  
## DECADE3TRUE 1.416e-01 7.867e-03 18.003 < 2e-16 \*\*\*  
## DECADE4TRUE 1.505e-01 5.346e-03 28.160 < 2e-16 \*\*\*  
## DECADE7TRUE 2.341e-02 3.879e-03 6.034 1.6e-09 \*\*\*  
## DECADE8TRUE -5.670e-02 4.600e-03 -12.326 < 2e-16 \*\*\*  
## PAOC1TRUE -1.810e-01 3.869e-03 -46.789 < 2e-16 \*\*\*  
## PAOC2TRUE -2.695e-01 2.217e-03 -121.533 < 2e-16 \*\*\*  
## PAOC4TRUE -3.561e-01 1.553e-03 -229.339 < 2e-16 \*\*\*  
## QTRBIR3TRUE 4.710e-03 1.610e-03 2.926 0.00344 \*\*   
## WAOB2TRUE -1.658e-01 9.589e-03 -17.294 < 2e-16 \*\*\*  
## WAOB3TRUE -3.119e-01 3.194e-03 -97.644 < 2e-16 \*\*\*  
## WAOB5TRUE 8.521e-02 4.784e-03 17.810 < 2e-16 \*\*\*  
## WAOB6TRUE -1.018e-01 7.735e-03 -13.166 < 2e-16 \*\*\*  
## WAOB7TRUE 2.027e-01 1.084e-02 18.696 < 2e-16 \*\*\*  
## WAOB8TRUE 4.730e-02 1.933e-02 2.448 0.01439 \*   
## AGEP\_HINS31 -2.175e-04 3.219e-04 -0.676 0.49922   
## DECADE5TRUE 9.779e-02 4.130e-03 23.680 < 2e-16 \*\*\*  
## HINS32TRUE 1.916e-01 2.207e-02 8.682 < 2e-16 \*\*\*  
## DECADE1TRUE 7.548e-02 4.239e-02 1.781 0.07499 .   
## DECADE2TRUE 7.733e-02 1.371e-02 5.640 1.7e-08 \*\*\*  
## PAOC3TRUE -2.705e-01 4.101e-03 -65.946 < 2e-16 \*\*\*  
## QTRBIR2TRUE 5.347e-03 1.649e-03 3.241 0.00119 \*\*   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## Residual standard error: 0.5889 on 781343 degrees of freedom  
## Multiple R-squared: 0.106, Adjusted R-squared: 0.106   
## F-statistic: 3708 on 25 and 781343 DF, p-value: < 2.2e-16

# Test Prediction  
pred.olsDLasso.2 <- predict(olsDLasso2, newdata = dattemp[-train,])  
summary(pred.olsDLasso.2)

## Min. 1st Qu. Median Mean 3rd Qu. Max.   
## 1.402 2.113 2.234 2.258 2.431 2.950

length(na.omit(pred.olsDLasso.2)) # count remaining observations

## [1] 195343

# test error  
mse.2 <- mean((pred.olsDLasso.2-log(dattemp[-train,]$IncomePovertyRatio))^2, na.rm=T)  
# MSE  
mse.2

## [1] 0.34607

## Result 2 Analysis & Hypothesis Testing

# 3 Ways of getting Test R2  
y2 <- log(dattemp[-train,]$IncomePovertyRatio)-mean(log(dattemp[-train,]$IncomePovertyRatio))  
yhat2 <- pred.olsDLasso.2-mean(pred.olsDLasso.2)  
u2 <- y2 - yhat2  
# 1:  
# R2 = yhat\*y/yTy  
r2\_1\_2 <- (yhat2 %\*% yhat2)/(y2 %\*% y2)  
r2\_1\_2

## [,1]  
## [1,] 0.1064778

# 2:  
# R2 = 1- SSR/SST = 1- uTu/yTy  
r2\_2\_2 <- 1 - (u2 %\*% u2)/(y2 %\*% y2)  
r2\_2\_2

## [,1]  
## [1,] 0.1028011

# 3:  
# R2 = corr(y, yhat)^2, "fair r-squared"  
r2\_3\_2 <- cor.test(y2, yhat2, use = "complete.obs")  
# now, square the correlation coefficient  
r2\_3\_2

##   
## Pearson's product-moment correlation  
##   
## data: y2 and yhat2  
## t = 149.63, df = 195341, p-value < 2.2e-16  
## alternative hypothesis: true correlation is not equal to 0  
## 95 percent confidence interval:  
## 0.3166914 0.3246485  
## sample estimates:  
## cor   
## 0.3206756

r2\_3\_2$estimate^2

## cor   
## 0.1028329

# BP test for heteroskedasticity  
bpres2 <- bptest(olsDLasso2, data = dattemp[-train,]) #reject homoskedasticity if p-value is small  
bpres2

##   
## studentized Breusch-Pagan test  
##   
## data: olsDLasso2  
## BP = 13044, df = 25, p-value < 2.2e-16

# False Discovery Rate control  
p2 <- as.data.frame(DMLresult2$coefficients[,4])  
sigcode2 <- cut(p2[,1], breaks = c(-Inf, 0.001, 0.01, 0.05, 0.1, 1),   
 labels = c("\*\*\*", "\*\*", "\*", ".", " "))  
p2$"" <- sigcode2  
  
# sort by increasing p-value  
p2 <- p2[order(p2$`DMLresult2$coefficients[, 4]`),]  
p2$BY <- 0  
m2 <- nrow(p2)  
Q = 0.10 # 10%  
cm=0  
for (ii in 1:m2) {  
 cm = cm + 1/ii  
 p2[ii,3] <- ii/m2/cm\*Q  
}  
noreject2 <- (!(p2[,1] < p2[,3]))  
plot(p2$`DMLresult2$coefficients[, 4]`,ylab="P-Value", col = ifelse(noreject2,'red','black'))

![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAeAAAAGACAMAAABC/kH9AAAAY1BMVEUAAAAAADoAAGYAOjoAOpAAZrY6AAA6ADo6AGY6Ojo6OpA6kNtmAABmADpmZmZmtrZmtv+QOgCQkGaQ2/+2ZgC2/7a2///bkDrb2//b/9vb////AAD/tmb/25D//7b//9v///9DwokMAAAACXBIWXMAAA7DAAAOwwHHb6hkAAAMiElEQVR4nO3dDVsbyREE4MIB3yVwCQTFSkDA/v9fGc2uJFZ3bjGz3b014Hqfx9zJV+qt01gfCO0Yg3xpYBeQXGAXkFxgF5BcYBeQXGAXkFxgF5BcYBeQXGAXkFxgF5BcYBeQXGAXkFxgF5BcYBeQXGAXkFxgF5BcYBeQXGAXkFxgF5BcYBeQXGAXkFxgF5BcYBeQXGAXkFxgF5BcYBeQXGAXkFxgF5BcYBeQXGAXkFxgF5BcYBeQXGAXkFxgF5BcYBeQXGAXkFxgF5BcYBeQXGAXkFxgF5BcYBeQXGAXkFxgF5BcYBeQXGAXkFxgF5BcYBeQXGAXkFxgF5BcYBeQXGAXkFxgF5BcYBeQXGAXkFxgF5BcYBeQXGAXkFxgF5BcYBeQXGAXkFxgF5BcYBeQXGAXkFxgF5BcYBeQXGAXkFxgF5BcYBeQXGAXkFxgF5BcYBeQXGAXkFxgF5BcYBeQXGAXkFxgF5BcaMi+3t3uv+4AfPuRVEeioSE7LvD2+qn8231WIYmFhmxZ4MPSjsv8s3GykqwFfvk+LvDOeJBuGScOCA8OdffghnHigPDgUBa4PDbcDMeXW85x4oDw4GS/xleP+xfSxvpqgdeC8CBlnLx7fn6eXULt1aqDlHFy8nz4dYDa61UHz231Knpdz7OvBWqvWB28PKX52zNpQ17grHFypAX+6tZ5Dn57mB6IzR82tI2TBmu8it4ev/81vxFuGifLITw4lPvvaVn1ViUZwoPD2Q8J9cMGMoQHB92De4LwYLHF4S6s52A2hAdH08+TAOP+qwVeDcKDlHFiQXiQMk4sCA9SxokF4UHKOLEgPEgZJxaEBynjxILwIGWcWBAepIwTC8KDlHFiQXiQMk4sCA9SxokF4UHKOLEgPEgZJxaEBynjxILwIGWcWBAepIwTC8KDlHFiQXiQMk4sCA/OHLZxiBonCyA8OLx/IuvCuQ0t48QB4cHi8GFK3YP5EB4cvd6Vz1NqgfkQHjzYXD1qgTuA8ODRFrdaYD6EB09evv9NC0yH8OC7twdogdkQHqSMEwvCg+e0yw4ZwoOXp2iXnZUhPEgZJxaEBynjxILw4Ei77PQC4cFCu+x0A+HBQXt09AThwUG77PQE4cFB9+CeIDxYaJedbiA8ONIuO71AeJAyTiwID1LGiQXhQco4sSA8SBknFoQHKePEgvAgZZxYEB6kjBMLwoOUcWJBeJAyTiwID1LGiQXhQco4sSA8SBknFoQHKePEgvAgZZxYEB6kjBMLwoOUcWJBeJAyTiwID1LGiQXhQco4sSA8+G4HXD3GjZMlsCD4eofrp43xccnJBrh9+cfT/BPSC48rPmgP7q4et9dPr3cXVnhz/TTuwqLPRdOhOVg+1V6WzTq1ezic2fDyW1lgndlAhuZgWb2ywNbSjZFy737776B7MB2ag8d78Mb8UPts4wbzgbz6uOKD9uD0HLy1d9DZ204vn3dmqPq44oMFwfG8FPMboODjig/Cg5RxYkF48Jy2USJDc/C0GbT9KvrCFG2jtDIsDV74Lin0uOKDxcHNzSrHFR8sDl68C2sbpV5gcfDCW5XaRqkfWBp8vbMforUJSz/QHPxw+w1to9QThAcH3YN7gvBgoW2UuoHw4EjbKPUCbcGKv9Ms+Ljig/AgZZxYEB6kjBML2oPHh2k9RH8GaA9urp+2N5f+2rrQ44oPmoPlY1a78qnKC+90BB5XfNAcLG9Tvfz+Y/y1wnHFB83B8jbV6x+PWuDPAe3B8mOkza0eoj8HLAhubsoraX2i41NAeJAyTixoC5pnC6YdV3zQFixvcrg+i9V8XPFBa7B82sp5VkPTccUHC4Llbnzx9O/I44oPlgV3zreitcBrweKg75Pv1ccVHywL7i5+6C7yuOKDBcGK5+AtMH0sSyefkaE1WPUqupz/PX1wWgtMhrZg3ffB08dm3x4ubNVSfVzxQVuw7p2sY6p8NEALzIVFwdkn23/m9J83N1pgMiwKfrDApwdm+4dO1ccVHywKfrTAp1Mb3h60wFxYFPxwgeOOKz5YFNQCfxoID57TiywytAZP71EtO5x22VkZGoPlPSrnZ97bjis+aAtOT76+D1S2HVd80Bac3qP6+CeF2mWnF2gLVi6wdtnpBtqCdQusPTr6gbZg3QJrl51+oC2oe/Bng7Zg5R4d2mWnGwgPjrTLTi8QHqSMEwvCg5RxYkF4kDJOLAgPUsaJBeFByjixIDxIGScWhAcp48SC8CBlnFgQHqSMEwvCg5RxYkF4kDJOLAgPUsaJBeFByjixIDxIGScWhAcp48SC8CBlnFgQHqSMEwvCg5RxYkF4kDJOLAgPUsaJBeHBoeqzly3jxAHhwcLcuWHZOFkO4cHR28MHu2m1jZPFEB6c7D44S7xxnCyF8CBlnFgQHqSMEwvCg5RxYkF48Jx22SFDePDyFO2yszKEBynjxILwIGWcWBAeHGmXnV4gPFhol51uIDw4aI+OniA8OGiXnZ4gPDjoHry25+dn87+hdkh1sNAuO2t6Pvz6KdROqQ6OtMvOep5nX/8KtWOqg5RxvzIt8BenBf7qGM/Ba4/7ta3/Knr1cWJBeJAyTiwID1LGiQXhQco4sSA8SBknFoQHKePEgvAgZZxYEB6kjBMLwoOUcWJBeJAyTiwID1LGiQXhQco4sSA8SBknFoQHKePEgvAgZZxYEB4c6cyGXiA8WOjMhmzV52dWxvS56L5gqL0J61ItwUFnNqTD7GtVNDI46B6cDrOvVdHIYKEzG3Jh9rUqGhkc6cyGCOevpOaXMFCfg1vHnf2P2BcCciseyl8Jw/x2+tMl6qvoxnGYX7YvBORWPJS/EmZfmx6Vz1Rfo330qGIbJcx/w74QkFvxULmVGlRfo330T6f8ZBslzOfbF7TAs0v1qq/RPrp2HOa/YV/45RZ4/Ofx3/98qVr1VRbMrh2H+WX7QkBuxUMFVLr0Yqxa9XXahrf9sKGHl6wdvooOUT2u6bj6YUM3EB4c9FZlTxAeHPTDhp4gPDjoHtwThAeLih82yEpSFniVHzZoROCE1O+DNYI/QQvc9Qj/BC1w1yP8E7TAXY/wT9ACdz3CP0EL3PUI/wQtcNcj/BO0wF2P8E/Qe4tfHtgFJBfYBSQX2AUkF9gFJBfYBSQX2AUkF9gFJBfYBSQX2AUkF9gFJBfYBSQX2AUkFwJn7YCrR9eE6VObN44JL7//8FaZRiyvMp7AdetpcZrgvz0iF3i3/5/Z+Vb45TffH5D9LTKecuGpchixuMrbw/7A27IqS1u8T3DfHpELPJ33sHH9cbPOiKm+/nTio6fKYcTyKi/fy9kB228/Frc4TXDfHkPkAr/XWm7r+uNRTrgYbxJHleMId5WrR+cNUu77zhIF3BOOpocT35+5zd+PT19LTQvsqjJdz1ll8+2H8wbZTwi4PQIXeHq2cT0Jv96Vc2I2nv+j8fb0VRlHOKuUk7ecLfYTAm6Pvhb4MMjzIBC1wL4qu+NrrMUtdu+vnX0PinBc91zEQ/Q06Pv9xyFL2EO0p8p08qWnxfz0Tdft0dmLrGmQ53sD74us4XyBF1U57HThaLGdP/H6vleC47rnAr5Nmm4S/0O0r8rsz8iiKsezqJe3OE4IuD06e6NjvDX8L7J8VQ6vopdWefl+vNLSFu8T/LdH6FuVW/dblcNm/22B5xnn+MfdU+UwYmmV7XSOfDn8whazCe7bQz9s+OrALiC5wC4gucAuILnALiC5wC4gucAuILnALiC5wC4gucAuILnALiC5wC4gucAuILnALiC5wC4gucAuILnALiC5wC4gucAuILnALiC5wC4gucAuILnALiC5wC4gucAuILnALiC5wC4gucAusLq/nA4WcM56x8AusDot8BenBf7i9uv5evevu+m0zHKC578PZ3qWs+rL+fivd759bfoCdoHVjQtc9qDa/ypbFe1wuFDOuy5n5Vt/ff3nBHaB1Y0LfDvujzBtkbA5/MZ45vfu23/++FKP2GAXWN24wPdlJ6z7034P09PwuN4b396f3QG7wOpmC7w9LfC0aUJ5Wt45t0zoDdgFVmffg4u3h3/6N4LqCdgFVjdb4MNOVoffGG2v//fwlV5E/9oLPL54Pr2Knl5t3Uds1tcRsAusbr7A598Hl+1d998ivT18pZdZYBeQXGAXkFxgF5BcYBeQXGAXkFxgF5BcYBeQXGAXkFxgF5BcYBeQXGAXkFxgF5BcYBeQXGAXkFxgF5BcYBeQXGAXkFxgF5BcYBeQXGAXkFxgF5BcYBeQXGAXkFxgF5Bc/wfR2sCJldfZBgAAAABJRU5ErkJggg==)

noreject2 <- which(noreject2)  
p2 <- p2[noreject2,] # these one's we cannot reject the null  
names(p2) <- c("p-value","Sig. Level","BY Stat")  
p2

## p-value Sig. Level BY Stat  
## DECADE1TRUE 0.07498765 . 0.02519782  
## AGEP\_HINS31 0.49921838 0.02594424

# get BY-adjusted p-values  
pBY2 <- as.data.frame(p.adjust(p2[,1], method = "BY")) #Benjamini-Yekutieli  
rownames(pBY2) <- rownames(p2)  
adjsigcode <- cut(pBY2[,1], breaks = c(-Inf, 0.001, 0.01, 0.05, 0.1, 1),   
 labels = c("\*\*\*", "\*\*", "\*", ".", " "))  
pBY2$"" <- adjsigcode  
  
# compare p-values for non-rejected  
fdr2 <- cbind.data.frame(p2[,c(1,2)], pBY2)  
colnames(fdr2) <- c("Original","Sig. Level", "FDR Adj.","Sig. Level")  
fdr2

## Original Sig. Level FDR Adj. Sig. Level  
## DECADE1TRUE 0.07498765 . 0.2249630   
## AGEP\_HINS31 0.49921838 0.7488276