**东北大学秦皇岛分校教学日历（示例）**

2016-2017 学年 第 2 学期

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| 课程名称：数据结构 | | | 课程编号：3030113008 | | | |
| 计划学时：72 | | 理论学时：56 | | 实验学时：16 | | 课外学时：0 |
| 授课对象：计算机科学与技术专业 21631-6班，191人 | | | | | 开课部门：计算机与通信工程学院 | |
| 主讲教师：程绍辉 | | | | | 助课教师：无 | |
| 参考教材：严蔚敏：《数据结构（C语言版）》，清华大学出版社，2012 第一版 | | | | | | |
| 授课时间及地点 | 星期一第5、6节 地点G231； 星期三第3、4节 地点G231 | | | | | |

**一、理论教学部分**

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| 周次 | 日期 | 教学内容 | 学时 | 重点与难点 | 教学方式 | 作业与要求 | 执行情况 |
| 日/月 |
| 1 | 4/9 | （1）什么是数据结构；  （2）基本概念和术语；  （3）抽象数据类型的表示与实现；  （4）算法和算法分析。 | 2 | 重点：  （1）数据、数据元素、数据项；  （2）逻辑结构和数据结构在概念上的联系与区别；  （3）运算的概念；  （4）存储结构及其三个组成部分；  （5）抽象数据类型和数据抽象；  （6）评价算法优劣的标准及方法。  难点：  （1）区别算法与程序；  （2）逻辑结构、存储结构的联系与区别；  （3）抽象数据类型与数据抽象；  （4）算法的时间复杂度分析。 | 讲授讨论 |  |  |
| 1 | 6/9 | （1）线性表的类型定义；  （2）线性表的顺序表示和实现； | 2 | 重点：线性表的定义及逻辑上的特点；  难点：线性表与线性结构的联系与区别； | 讲授讨论 | 2.2, 2.10, 2.11 |  |
| 2 | 11/9 | （1）线性表的顺序表示和实现；  （2）线性表的链式表示和实现； | 2 | 重点：  （1）顺序表上插入、删除和定位运算的实现；  （2）单链表的结构特点及类型说明；  （3）头指针和头结点的作用及区别；  （4）指针操作；  （5）定位、删除、插入运算在单链表上的实现；  难点：  （1）头结点在链表中的作用；指针操作；  （2）删除、插入运算中的指针操作顺序； | 讲授讨论 |  |  |
| 2 | 13/9 | （1）线性表的链式表示和实现；  （2）一元多项式的表示及相加。 | 2 | 重点：  （1）循环链表、双链表的结构特点；  （2）循环链表、双链表上删除与插入运算的实现。  难点：  双链表上指针的操作顺序。 | 讲授讨论 | 2.1,2.3,2.4,2.6,2.7, 2.8 |  |
| 3 | 18/9 | （1）栈  （2）栈的应用举例 | 2 | 重点：  （1）栈的定义及逻辑特点；  （2）栈上的基本运算；  （3）栈的顺序存储结构及运算实现；  （4）栈的链式存储结构；  难点：顺序栈的溢出判断条件； | 讲授讨论 |  |  |
| 3 | 20/9 | （1）队列;  （2）队列的应用举例。 | 2 | 重点：  （1）队列的定义及逻辑特点；  （2）队列上的基本运算；  （3）队列的顺序存储结构及其上的运算实现；  （4）队列的链式存储结构；  （5）入队、出队等运算在链队列上的实现。  难点：  （1）循环队列的队空、队满判断条件；  （2）循环队列上的插入、删除操作。 | 讲授讨论 | 3.2,3.3,3.4,3.5,3.15;3.7,3.11,3.13,3.18 |  |
| 4 | 25/9 | （1）串的类型定义  （2）串的表示和实现 | 2 | 重点：  （1）串的基本概念、基本运算；  （2）串的两种存储方式； | 讲授讨论 |  |  |
| 4 | 27/9 | （1）串的模式匹配算法  （2）串的应用举例 | 2 | 重点：串的模式匹配算法。  难点：串的模式匹配算法； | 讲授讨论 | 4.3, 4.4 |  |
| 5 | 2/10 |  |  |  |  |  | 十一放假另行安排 |
| 5 | 4/10 |  |  |  |  |  | 十一放假另行安排 |
| 6 | 9/10 | （1）数组的定义；  （2）数组的顺序表示和实现； | 2 | 重点：  （1）多维数组的逻辑结构；  （2）多维组的两种顺序存储方式；  （3）计算给定元素在存储区中的地址； | 讲授讨论 |  |  |
| 6 | 11/10 | （1）矩阵的压缩存储；  （2）广义表的定义；  （3）广义表的存储结构。 | 2 | 重点：  （1）对称矩阵、三角矩阵的压缩存储方式；  （2）计算给定元素在存储区中的地址；  （3）稀疏矩阵的三元组表表示方法。  难点：稀疏矩阵的压缩存储表示下的运算的实现。 | 讲授讨论 | 5.1, 5.2, 5.3, 5.6,5.8 |  |
| 7 | 16/10 | （1）树的定义和基本术语；  （2）二叉树； | 2 | 重点：  （1）二叉树的定义、逻辑特点及五种基本形态；  （2）二叉树的五个性质；  （3）在二叉树上定义的基本运算；  （4）二叉树的链式存储结构及其类型说明；  （5）二叉树的顺序存储结构及其类型说明；  （6）二叉树链式存储结构的组织方式；  难点：  （1）二叉树的递归定义；  （2）二叉树链式存储结构的组织方式； | 讲授讨论 |  |  |
| 7 | 18/10 | 遍历二叉树和线索二叉树 | 2 | 重点：  二叉树的三种遍历方法及其算法；  难点：  （1）三种遍历的主要区别；  （2）二叉树上的复杂运算； | 讲授讨论 |  |  |
| 8 | 23/10 | 树和森林； | 2 | 重点：  （1）树的存储结构；  （2）森林与二叉树的转换；  难点：森林与二叉树的转换； | 讲授讨论 |  |  |
| 8 | 25/10 | 赫夫曼树及其应用； | 2 | 重点：  夫曼树和哈夫曼算法。  难点：  （1）哈夫曼算法及其应用；  （2）判定树；  （3）等价关系与等价类问题。 | 讲授讨论 | 6.1-6.7,6.12-6.16,6.23 |  |
| 9 | 30/10 | 复习与习题讲解 | 2 | 算法设计是本课程的重点和难点，习题课上重点讲解算法设计相关的内容。 | 讲授讨论 |  |  |
| 9 | 1/11 | （1）图的定义和术语；  （2）图的存储结构； | 2 | 重点：  （1）理解图的定义、术语及其含义；  （2）掌握各种图的邻接矩阵表示法及其类型说明；  难点：  （1）正确理解与区别图的常用术语；  （2）区别图的两种存储结构的不同点及其应用场合； | 讲授讨论 |  |  |
| 10 | 6/11 | （1）图的遍历；  （2）图的连通性问题； | 2 | 重点：  （1）理解并掌握图的按深度优先搜索遍历方法和按广度优先搜索遍历方法；  （2）领会生成树和最小生成树的概念； | 讲授讨论 |  |  |
| 10 | 8/11 | 有向无环图及其应用 | 2 | 重点：  （1）领会拓扑序列和拓扑排序的概念；  （2）理解并掌握拓扑排序的算法思想；  （3）理解并掌握关键路径的算法思想；  难点：关键路径的算法思想； | 讲授讨论 |  |  |
| 11 | 13/11 | 最短路径 | 2 | 重点：  理解并掌握最短路径的算法思想。  难点：最短路径的算法思想。 | 讲授讨论 | 7.1,7.2,7.4,7.5,7.7,7.10, 7.11 |  |
| 11 | 15/11 | （1）静态查找表；  （2）动态查找表； | 2 | 重点：  （1）查找表的基本概念及查找原理；  （2）查找表的顺序存储结构、顺序表及其类型说明；  （3）查找运算在查找表和有序表上的实现；  难点：理解查找表的逻辑结构是集合，它的运算以查找为核心； | 讲授讨论 |  |  |
| 12 | 20/11 | 动态查找表； | 2 | 重点：  （1）二叉排序树的定义、性质及各结点间的键值关系；  （2）二叉排序树的查找算法和基本思想；  （3）平衡二叉树的概念；  （1）B-树和B+树的概念；  难点：  （2）二叉排序树上的插入算法；  （3）平衡二叉树的旋转平衡算法； | 讲授讨论 |  |  |
| 12 | 22/11 | 哈希表。 | 2 | 重点：  （1）哈希表及哈希存储和哈希查找的基本思想；  （2）各种哈希表的组织、解决冲突的方法；  （3）在哈希表上实现查找、插入和删除运算的算法。  难点：哈希表上的有关算法。 | 讲授讨论 | 9.1, 9.2, 9.3, 9.10, 9.11 |  |
| 13 | 27/11 | （1）概述；  （2）插入排序；  （3）快速排序； | 2 | 重点：  （1）排序基本概念及内排序和外排序、稳定排序和非稳定排序的区别；  （2）插入排序的基本思想、基本步骤和算法；  （3）冒泡排序的基本思想、基本步骤、算法和算法分析；  （4）快速排序的基本思想、基本步骤和算法；  难点：快速排序算法； | 讲授讨论 |  |  |
| 13 | 29/11 | （1）选择排序；  （2）归并排序； | 2 | 重点：  （1）直接选择排序的基本思想、基本步骤、算法和算法分析；  （2）堆排序的基本思想、基本步骤和算法；  （3）归并排序的思想；  （4）二路归并排序的算法和时空性能。  难点：  堆排序方法。 | 讲授讨论 |  |  |
| 14 | 4/12 | （1）基数排序；  （2）各种内部排序方法的比较讨论。 | 2 |  | 讲授讨论 | 10.1, 10.3,10.7, 10.12 |  |
| 14 | 6/12 | 复习与习题讲解 | 2 |  | 讲授讨论 |  |  |

**二、实验教学部分**

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| 周次 | 日期 | 实验项目及基本内容 | 学时 | 实验重点、难点及分组情况 | 实验安全注意事项 | 作业 | 执行情况 |
| 日/月 |
| 6 | 10/10  11/10  12/10 | 线性表的应用 | 2 | （1）掌握线性表的逻辑结构定义  （2）掌握线性表的两种存储结构（顺序和链式）  （3）掌握顺序表和链表的定义及基本操作 | (1)按要求正确开启实验仪器和设备。 (2) 关闭实验仪器，整理实验现场。 | 预习下节实验 |  |
| 7 | 17/10  18/10  19/10 | 栈的应用 | 2 | （1）掌握栈的结构定义和特性  （2）掌握栈的基本操作以及栈在程序设计中的应用 | (1)按要求正确开启实验仪器和设备。(2) 关闭实验仪器，整理实验现场。 | 预习下节实验 |  |
| 8 | 24/10  25/10  26/10 | 队列的应用 | 2 | （1）掌握队列的结构定义和特性  （2）掌握队列的基本操作以及队列在程序设计中的应用 | （1） 按要求正确开启实验仪器和设备。(2) 关闭实验仪器，整理实验现场。 | 预习下节实验 |  |
| 9 | 31/10  1/11  2/11 | 字符串与数组的应用 | 2 | （1）掌握数组的定义和实现，加深对数组的类型理解  （2）掌握数组的存储结构和访问方式  （3）掌握特殊矩阵的存储方法 | （1） 按要求正确开启实验仪器和设备。(2) 关闭实验仪器，整理实验现场。 | 预习下节实验 |  |
| 10 | 7/11  8/11  9/11 | 二叉树的应用 | 2 | （1）掌握二叉树的性质和存储结构  （2）掌握二叉树的遍历和线索化及其应用 | （1） 按要求正确开启实验仪器和设备。 (2) 关闭实验仪器，整理实验现场。 | 预习下节实验 |  |
| 11 | 14/11  15/11  16/11 | 图的应用 | 2 | （1）掌握图的数据定义和存储结构；  （2）掌握图的遍历算法。 | （1） 按要求正确开启实验仪器和设备。 (2) 关闭实验仪器，整理实验现场。 | 预习下节实验 |  |
| 12 | 21/11  22/11  23/11 | 查找 | 2 | （1）掌握顺序表和有序表的查找方法  （2）掌握二叉排序树的构造和查找方法 | （1） 按要求正确开启实验仪器和设备。 (2) 关闭实验仪器，整理实验现场。 | 预习下节实验 |  |
| 12 | 21/11  22/11  23/11 | 排序 | 2 | （1）深刻理解排序的定义和各种排序方法的特点；  （2）掌握各种排序算法并加以合理应用。  （3）掌握各种排序方法的时间复杂度的分析方法。 | （1） 按要求正确开启实验仪器和设备。 (2) 关闭实验仪器，整理实验现场。 |  |  |

|  |
| --- |
| 教研室主任： 2017 年 9 月 2 日 |