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## Exercise 1

A personnel officer in a governmental agency administered three newly developed aptitude tests to a random sample of 25 applicants for entry-level positions in the agency. For the purpose of the study, all 25 applicants were accepted for positions irrespective of their test scores. After a probationary period, each applicant was rated for proficiency on the job.

The scores on the three tests (x1, x2, x3) and the job proficiency score (y) for the 25 employees are in the file JobProf.rda (load JobProf from DS705data)

(Based on an exercise from Applied Linear Statistical Models, 5th ed. by Kutner, Nachtsheim, Neter, & Li)

### Part 1a

Create a scatterplot matrix and the correlation matrix for all of the variables in the data set.

Do any aptitude test scores appear to be linearly related to the proficiency score? Do any relationships appear to be quadratic? Do any aptitude scores appear to be linearly related to each other?

### Answer 1a

library(DS705data)  
data(JobProf)  
pairs(y~., data=JobProf)
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cor(JobProf)

## y x1 x2 x3  
## y 1.0000000 0.5144107 0.4970057 0.8970645  
## x1 0.5144107 1.0000000 0.1022689 0.1807692  
## x2 0.4970057 0.1022689 1.0000000 0.5190448  
## x3 0.8970645 0.1807692 0.5190448 1.0000000

x3 does appear to be correlated (r = 0.90)

### Part 1b

Obtain the model summary for the model composed of the three first-order terms and the three cross-product interaction terms (using the centered variables):

Also use R to compute the VIF for each term in the model. Are any of the VIFs over 10?

This model is suffering from the effects of collinearity, which inflates the standard errors of the estimated coefficients.

What do you notice about the overall model p-value (from the F-statistic) and the individual p-values for each term in the model? Does it make sense that the overall model shows statistical significance but no individual term does?

### Answer 1b

fit <- lm(y ~ x1 + x2 + x3 + x1\*x2 + x1\*x3 + x2\*x3, JobProf)  
summary(fit)

##   
## Call:  
## lm(formula = y ~ x1 + x2 + x3 + x1 \* x2 + x1 \* x3 + x2 \* x3,   
## data = JobProf)  
##   
## Residuals:  
## Min 1Q Median 3Q Max   
## -9.513 -3.408 -1.082 2.548 11.593   
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)  
## (Intercept) -48.965067 142.039396 -0.345 0.734  
## x1 -0.580916 0.820429 -0.708 0.488  
## x2 -0.174913 0.905654 -0.193 0.849  
## x3 1.443371 1.495901 0.965 0.347  
## x1:x2 0.004012 0.004341 0.924 0.368  
## x1:x3 0.004959 0.008893 0.558 0.584  
## x2:x3 -0.002015 0.008399 -0.240 0.813  
##   
## Residual standard error: 5.431 on 18 degrees of freedom  
## Multiple R-squared: 0.9414, Adjusted R-squared: 0.9218   
## F-statistic: 48.17 on 6 and 18 DF, p-value: 4.042e-10

vif(fit)

## x1 x2 x3 x1:x2 x1:x3 x2:x3   
## 225.6691 199.6007 142.7966 138.0512 368.6751 308.2454

The overall p-value is very low (). However, none of the individual p-values come close.``

### Part 1c

Many times, collinearity can be alleviated by centering the predictor variables. Center the predictor variables x1, x2, and x3 and create new variables to hold them (call them cx1, cx2, and cx3). Furthermore, create a quadratic term for the centered x2 variable.

### Answer 1c

cx1 <- with(JobProf, x1-mean(x1))  
cx2 <- with(JobProf, x2-mean(x2))  
cx3 <- with(JobProf, x3-mean(x3))  
cx2.sq <- cx2^2

### Part 1d

Now obtain the model summary for the model composed of the three first-order terms and the three cross-product interaction terms using the centered variables:

Use R to compute the VIF for each term in the model. Have the VIF values decreased after the variables are centered? What can you about the overall model p-value (from the F-statistic) and the individual p-values for each term in the model? Does this make more sense?

### Answer 1d

fit2 <- lm(y ~ cx1 + cx2 + cx3 + cx1\*cx2 + cx1\*cx3 + cx2\*cx3, JobProf)  
vif(fit2)

## cx1 cx2 cx3 cx1:cx2 cx1:cx3 cx2:cx3   
## 1.125258 1.700164 1.462463 1.293315 1.432634 1.456335

The VIF is much lower for each term. Additionally, many of the invidual p-values are low and in-line with the overall p-value.

### Part 1e

Test the significance of all three coefficients for the interaction terms as a subset. Use a 5% level of significance. State and and provide the R output as well as a written conclusion.

Look back and check the individual p-values for the interactions terms from the previous model, how do they compare to the p-value when the interaction terms are tested together as a subset?

### Answer 1e

fit2.reduced <- lm(y ~ cx1 + cx2 + cx3, JobProf)  
anova(fit2, fit2.reduced)

## Analysis of Variance Table  
##   
## Model 1: y ~ cx1 + cx2 + cx3 + cx1 \* cx2 + cx1 \* cx3 + cx2 \* cx3  
## Model 2: y ~ cx1 + cx2 + cx3  
## Res.Df RSS Df Sum of Sq F Pr(>F)  
## 1 18 530.86   
## 2 21 596.72 -3 -65.861 0.7444 0.5395

At , we fail to reject the null hypythosis. That is to say, we can not say that there is a significant difference in the means of the two models.

### Part 1f

Drop the interaction terms from the model and fit the following model with the quadratic term for :

Should the quadratic term be retained in the model at a 5% level of significance?

### Answer 1f

fit3 <- lm(y ~ cx1 + cx2 + cx3 + cx2.sq, JobProf)  
summary(fit3)

##   
## Call:  
## lm(formula = y ~ cx1 + cx2 + cx3 + cx2.sq, data = JobProf)  
##   
## Residuals:  
## Min 1Q Median 3Q Max   
## -8.852 -2.724 -0.918 1.956 10.071   
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)   
## (Intercept) 90.899655 1.734388 52.410 < 2e-16 \*\*\*  
## cx1 0.340887 0.055159 6.180 4.89e-06 \*\*\*  
## cx2 0.075087 0.080889 0.928 0.364   
## cx3 1.820764 0.152130 11.968 1.42e-10 \*\*\*  
## cx2.sq 0.004530 0.004759 0.952 0.353   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## Residual standard error: 5.343 on 20 degrees of freedom  
## Multiple R-squared: 0.9369, Adjusted R-squared: 0.9243   
## F-statistic: 74.3 on 4 and 20 DF, p-value: 1.03e-11

No, at 5% level of significance, the quadratic term should be removed (p-value = 0.353).

### Part 1g

Drop the quadratic term and fit the model with only the original uncentered variables:

Are there any other terms that should be dropped from the model using the criteria of a 5% level of significance?

### Answer 1g

fit4 <- lm(y ~ x1 + x2 + x3, JobProf)  
summary(fit4)

##   
## Call:  
## lm(formula = y ~ x1 + x2 + x3, data = JobProf)  
##   
## Residuals:  
## Min 1Q Median 3Q Max   
## -9.7517 -3.0371 -0.4618 1.8358 11.7315   
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)   
## (Intercept) -127.77378 12.88053 -9.920 2.23e-09 \*\*\*  
## x1 0.34813 0.05451 6.387 2.48e-06 \*\*\*  
## x2 0.04353 0.07362 0.591 0.561   
## x3 1.77921 0.14541 12.236 5.08e-11 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## Residual standard error: 5.331 on 21 degrees of freedom  
## Multiple R-squared: 0.9341, Adjusted R-squared: 0.9247   
## F-statistic: 99.21 on 3 and 21 DF, p-value: 1.457e-12

It seems the x2 term should also be dropped (p-value = 0.364).

### Part 1h

. Fit the final model for predicting the proficiency score for the population of all employees for this government agency.

### Answer 1h

fit5 <- lm(y ~ x1 + x3, JobProf)  
summary(fit5)

##   
## Call:  
## lm(formula = y ~ x1 + x3, data = JobProf)  
##   
## Residuals:  
## Min 1Q Median 3Q Max   
## -9.3489 -2.8086 -0.4546 2.8981 12.6469   
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)   
## (Intercept) -127.59569 12.68526 -10.06 1.09e-09 \*\*\*  
## x1 0.34846 0.05369 6.49 1.58e-06 \*\*\*  
## x3 1.82321 0.12307 14.81 6.31e-13 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## Residual standard error: 5.251 on 22 degrees of freedom  
## Multiple R-squared: 0.933, Adjusted R-squared: 0.9269   
## F-statistic: 153.2 on 2 and 22 DF, p-value: 1.222e-13

Replace this text with your answer here

### Part 1i

Obtain the residuals for your final model and evaluate the residual plots using the "plot" function. Does the regression line appear to be a good fit? Does a visual inspection indicate that the model assumptions appear to be satisfied? Comment.

### Answer 1i

plot(fit5$residuals)
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The errors do appear to have equal variance for all x.

### Part 1j

Perform a Shapiro-Wilk test for normality. Use . Comment on the results.

### Answer 1j

shapiro.test(fit5$residuals)

##   
## Shapiro-Wilk normality test  
##   
## data: fit5$residuals  
## W = 0.97113, p-value = 0.6738

At

### Part 1k

Perform a Bruesch-Pagan test for homogeneity of variance among the residuals. Use . Comment on the results.

### Answer 1k

bptest(fit5)

##   
## studentized Breusch-Pagan test  
##   
## data: fit5  
## BP = 0.25783, df = 2, p-value = 0.879

At , we fail to reject the null hypothesis (p-value = 0.88). We cannot say that the error variance is not contstant.

### Part 1l

Perform a Durbin-Watson test for serial correlation the residuals. Use . Comment on the results.

### Answer 1l

dwtest(fit5)

##   
## Durbin-Watson test  
##   
## data: fit5  
## DW = 1.2807, p-value = 0.03426  
## alternative hypothesis: true autocorrelation is greater than 0

At , we reject the null hypothesis (p-value = 0.03). The true autocorrelation is greater than 0. This means the order of the observations had an effect on the response.

### Part 1m

Obtain a 95% confidence interval for and interpret it in the context of this problem.

### Answer 1m

confint(fit5)[c(3,6)]

## [1] 1.567966 2.078445

We are 95% confident that an increase in x3 of 1 will increase their proficiency rating between 1.57 and 2.07.

### Part 1n

Construct a 95% prediction interval for a randomly selected employee with aptitude scores of and to forecast their proficiency rating at the end of the probationary period. Write an interpretation for the interval in the context of this problem.

### Answer 1n

newdata <- data.frame(x1=99, x3=105)  
predict.lm(fit5,newdata,interval="prediction")

## fit lwr upr  
## 1 98.33819 87.16155 109.5148

With 95% confidence, we predict the job proficiency score to be between 87.16 and 109.51 when Test 1 score is 99, Test 2 score is 112, and Test 3 score is 105.

## Exercise 2

Consider the scenario from Exercises 12.5 and 12.7 on page 725 of Ott's textbook. There are two categorical variables (Method and Gender) and one quantitative variable (index of English proficiency prior to the program). See the textbook for details on how the qualitative variables are coded using indicator variables.

### Part 2a

Use data in the file English.rda to estimate the coefficients for the model in Exercise 12.5:

Obtain the estimated intercept and coefficients and state the estimated mean English proficiency scores for each of the 3 methods of teaching English as a second language.

### Answer 2a

data(English)  
fit <- with(English, lm(y~x1+x2))  
newdata <- data.frame(x1=c(0,1,0),x2=c(0,0,1))  
predict(fit, newdata)

## 1 2 3   
## 44.75 106.15 48.70

Replace the ## symbols with the parameter estimates:

y = 44.75 + 61.40 + 3.95

State the estimated mean English proficiency scores for each of the 3 methods:

Estimated mean for Method 1 = 44.75 Estimated mean for Method 2 = 106.15 Estimated mean for Method 3 = 48.70

### Part 2b

Before fitting the model of Exercise 12.7, create a centered variable for x4 (call it cx4).

Fit the model for Exercise 12.7 using the centered variable x4c:

Using the estimated coefficients, write three separate estimated models, one for each method, relating the scores after 3 months in the program (y) to the index score prior to starting the program ().

### Answer 2b

cx4 <- with(English, x4-mean(x4))   
fit2 <- with(English, lm(y ~ cx4 + x1 + x2 + x1\*cx4 + x2\*cx4))

y = 44.76 + 0.12 y = 44.76 + 0.12 + 59.93 + 1.78 y = 44.76 + 0.12 + 4.23 + 0.30

## Exercise 3

Ninety members (aged = 18.1 â€“ 23.4 years) of three Division I womenâ€™s intercollegiate rowing teams (National Collegiate Athletic Association) within the Big Ten Conference volunteered to participate in a study to predict race time for female collegiate rowers from nineteen physical characteristics.

Data is in the file rowtime.rda. The race times are in the variable named "racetime".

### Part 3a

Load the data and use head(rowtime) to see the other variable names and the first 6 values of each.

### Answer 3a

data(rowtime)  
head(rowtime)

## racetime tall weight armspan flexarm thighci calfcir tricep biceps  
## 1 470.3 171.5 86.7 172.085 34.2 65.5 40.4 21 19  
## 2 469.2 167.8 72.6 155.575 31.2 59.4 39.5 24 11  
## 3 509.0 169.3 69.4 167.000 31.0 57.5 39.0 22 19  
## 4 516.0 157.8 58.6 158.115 29.5 54.0 37.0 19 12  
## 5 465.0 172.0 72.8 175.895 33.0 55.0 38.0 21 7  
## 6 480.5 176.2 71.7 170.815 32.5 54.5 37.0 17 7  
## thigh estffm estfm bestsnr bestvj legpower endo meso ecto  
## 1 29 66.53111 20.14889 43 21 139.90643 6.84670 4.02678 0.29427  
## 2 34 54.41205 18.17795 25 16 102.26945 6.09077 4.66443 1.00103  
## 3 35 52.14987 17.25013 41 17 100.78434 5.78748 3.88055 1.57270  
## 4 13 47.25539 11.33461 44 13 72.96047 5.75961 4.20958 1.20026  
## 5 23 59.45383 13.31617 49 18 108.74211 4.84827 4.92608 1.61281  
## 6 29 56.61784 15.11216 39 15 97.84882 4.38835 3.24785 2.49913  
## expvarsity preexper  
## 1 0 1  
## 2 0 0  
## 3 0 0  
## 4 0 0  
## 5 0 0  
## 6 0 0

### Part 3b

Use the **regsubsets** function to find the "best" model for predicting the response variable rowtime with up to 8 of the 19 predictor variables in the data set. Produce the summary and the plot for the best single models with up to 8 predictors according to .

Which independent variables are in the best model with 8 predictors when the is the criterion for selection?

### Answer 3b

library(leaps)  
allmods <- regsubsets(racetime~., nvmax=8, data=rowtime)  
summary(allmods)$adjr2

## [1] 0.3020824 0.4089748 0.4967972 0.5546830 0.5846293 0.5970301 0.6096559  
## [8] 0.6162122

plot(allmods, scale="adjr2")

![](data:image/png;base64,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)

The 8 variables in the model with the hightest are calfcir, biceps, bestvj, legpower, meso, ecto, expvarsity, and preexper.

### Part 3c

Use the **step** function with backward selection to find the "best" model for predicting the response variable rowtime. Recall that the formula structure y~. will produce the model using y as the response variable and all other variables in the data set as the predictors; in this set racetime is the response(not y) and all other variables are potential predictors.

Which independent variables are in this model? What is the AIC value for this model?

### Answer 3c

full <- lm(racetime~., data=rowtime)  
step(full, direction='backward')

## Start: AIC=512.17  
## racetime ~ tall + weight + armspan + flexarm + thighci + calfcir +   
## tricep + biceps + thigh + estffm + estfm + bestsnr + bestvj +   
## legpower + endo + meso + ecto + expvarsity + preexper  
##   
## Df Sum of Sq RSS AIC  
## - bestsnr 1 1.1 17090 510.18  
## - thigh 1 1.3 17090 510.18  
## - endo 1 4.4 17094 510.20  
## - tricep 1 10.7 17100 510.23  
## - ecto 1 65.4 17155 510.52  
## - weight 1 76.6 17166 510.58  
## - estffm 1 77.2 17166 510.58  
## - estfm 1 83.8 17173 510.62  
## - flexarm 1 155.8 17245 510.99  
## - armspan 1 227.7 17317 511.37  
## - thighci 1 286.5 17376 511.67  
## <none> 17089 512.17  
## - legpower 1 452.9 17542 512.53  
## - bestvj 1 569.5 17659 513.13  
## - biceps 1 572.4 17662 513.14  
## - tall 1 807.5 17897 514.33  
## - calfcir 1 1453.5 18543 517.52  
## - preexper 1 1748.1 18837 518.94  
## - meso 1 2299.2 19388 521.54  
## - expvarsity 1 5176.8 22266 533.99  
##   
## Step: AIC=510.18  
## racetime ~ tall + weight + armspan + flexarm + thighci + calfcir +   
## tricep + biceps + thigh + estffm + estfm + bestvj + legpower +   
## endo + meso + ecto + expvarsity + preexper  
##   
## Df Sum of Sq RSS AIC  
## - thigh 1 1.9 17092 508.19  
## - endo 1 3.7 17094 508.20  
## - tricep 1 9.6 17100 508.23  
## - ecto 1 67.8 17158 508.54  
## - weight 1 84.6 17175 508.62  
## - estffm 1 85.6 17176 508.63  
## - estfm 1 92.3 17183 508.67  
## - flexarm 1 159.8 17250 509.02  
## - armspan 1 234.9 17325 509.41  
## - thighci 1 285.5 17376 509.67  
## <none> 17090 510.18  
## - legpower 1 516.3 17607 510.86  
## - biceps 1 572.9 17663 511.15  
## - bestvj 1 662.2 17752 511.60  
## - tall 1 806.7 17897 512.33  
## - calfcir 1 1463.4 18554 515.57  
## - preexper 1 1766.9 18857 517.04  
## - meso 1 2303.2 19393 519.56  
## - expvarsity 1 5451.5 22542 533.10  
##   
## Step: AIC=508.19  
## racetime ~ tall + weight + armspan + flexarm + thighci + calfcir +   
## tricep + biceps + estffm + estfm + bestvj + legpower + endo +   
## meso + ecto + expvarsity + preexper  
##   
## Df Sum of Sq RSS AIC  
## - endo 1 8.0 17100 506.23  
## - tricep 1 11.9 17104 506.25  
## - ecto 1 66.0 17158 506.54  
## - weight 1 87.8 17180 506.65  
## - estffm 1 88.6 17181 506.66  
## - estfm 1 96.5 17189 506.70  
## - flexarm 1 161.7 17254 507.04  
## - armspan 1 239.4 17332 507.44  
## - thighci 1 290.6 17383 507.71  
## <none> 17092 508.19  
## - legpower 1 514.7 17607 508.86  
## - biceps 1 572.7 17665 509.16  
## - bestvj 1 662.2 17754 509.61  
## - tall 1 834.4 17927 510.48  
## - calfcir 1 1482.3 18574 513.68  
## - preexper 1 1770.3 18863 515.06  
## - meso 1 2302.7 19395 517.57  
## - expvarsity 1 5464.4 22557 531.16  
##   
## Step: AIC=506.23  
## racetime ~ tall + weight + armspan + flexarm + thighci + calfcir +   
## tricep + biceps + estffm + estfm + bestvj + legpower + meso +   
## ecto + expvarsity + preexper  
##   
## Df Sum of Sq RSS AIC  
## - tricep 1 6.4 17107 504.27  
## - ecto 1 61.9 17162 504.56  
## - weight 1 83.0 17183 504.67  
## - estffm 1 83.8 17184 504.67  
## - estfm 1 91.3 17191 504.71  
## - flexarm 1 181.0 17281 505.18  
## - armspan 1 235.7 17336 505.46  
## - thighci 1 282.8 17383 505.71  
## <none> 17100 506.23  
## - legpower 1 541.1 17641 507.04  
## - biceps 1 565.6 17666 507.16  
## - bestvj 1 695.8 17796 507.82  
## - tall 1 826.4 17927 508.48  
## - calfcir 1 1567.9 18668 512.13  
## - preexper 1 1763.4 18863 513.07  
## - meso 1 2295.3 19395 515.57  
## - expvarsity 1 5456.6 22557 529.16  
##   
## Step: AIC=504.27  
## racetime ~ tall + weight + armspan + flexarm + thighci + calfcir +   
## biceps + estffm + estfm + bestvj + legpower + meso + ecto +   
## expvarsity + preexper  
##   
## Df Sum of Sq RSS AIC  
## - ecto 1 72.5 17179 502.65  
## - weight 1 93.2 17200 502.76  
## - estffm 1 94.0 17200 502.76  
## - estfm 1 102.8 17209 502.81  
## - flexarm 1 220.2 17327 503.42  
## - armspan 1 242.2 17349 503.53  
## - thighci 1 279.9 17386 503.73  
## <none> 17107 504.27  
## - legpower 1 623.1 17730 505.49  
## - biceps 1 642.6 17749 505.59  
## - bestvj 1 782.5 17889 506.29  
## - tall 1 840.6 17947 506.58  
## - calfcir 1 1591.5 18698 510.27  
## - preexper 1 1758.8 18865 511.07  
## - meso 1 2290.4 19397 513.58  
## - expvarsity 1 5946.4 23053 529.12  
##   
## Step: AIC=502.65  
## racetime ~ tall + weight + armspan + flexarm + thighci + calfcir +   
## biceps + estffm + estfm + bestvj + legpower + meso + expvarsity +   
## preexper  
##   
## Df Sum of Sq RSS AIC  
## - weight 1 78.8 17258 501.06  
## - estffm 1 79.9 17259 501.06  
## - estfm 1 89.1 17268 501.11  
## - armspan 1 254.4 17433 501.97  
## - flexarm 1 265.2 17444 502.03  
## - thighci 1 304.3 17483 502.23  
## <none> 17179 502.65  
## - legpower 1 553.8 17733 503.50  
## - biceps 1 593.2 17772 503.70  
## - bestvj 1 715.5 17895 504.32  
## - calfcir 1 1644.1 18823 508.87  
## - preexper 1 1700.8 18880 509.14  
## - meso 1 2228.7 19408 511.62  
## - tall 1 3578.6 20758 517.68  
## - expvarsity 1 6028.6 23208 527.72  
##   
## Step: AIC=501.06  
## racetime ~ tall + armspan + flexarm + thighci + calfcir + biceps +   
## estffm + estfm + bestvj + legpower + meso + expvarsity +   
## preexper  
##   
## Df Sum of Sq RSS AIC  
## - estffm 1 9.8 17268 499.11  
## - armspan 1 238.2 17496 500.29  
## - flexarm 1 268.3 17526 500.45  
## - thighci 1 289.1 17547 500.55  
## <none> 17258 501.06  
## - legpower 1 499.5 17757 501.63  
## - estfm 1 548.7 17807 501.88  
## - biceps 1 586.3 17844 502.07  
## - bestvj 1 661.4 17919 502.44  
## - calfcir 1 1707.4 18965 507.55  
## - preexper 1 1889.5 19147 508.41  
## - meso 1 2159.5 19417 509.67  
## - tall 1 3502.6 20760 515.69  
## - expvarsity 1 5959.7 23217 525.76  
##   
## Step: AIC=499.11  
## racetime ~ tall + armspan + flexarm + thighci + calfcir + biceps +   
## estfm + bestvj + legpower + meso + expvarsity + preexper  
##   
## Df Sum of Sq RSS AIC  
## - armspan 1 248.4 17516 498.39  
## - thighci 1 286.5 17554 498.59  
## - flexarm 1 313.1 17581 498.73  
## <none> 17268 499.11  
## - biceps 1 599.0 17867 500.18  
## - estfm 1 831.1 18099 501.34  
## - legpower 1 1570.5 18838 504.94  
## - calfcir 1 1817.1 19085 506.11  
## - preexper 1 1889.0 19157 506.45  
## - bestvj 1 2062.9 19331 507.27  
## - meso 1 2150.4 19418 507.67  
## - tall 1 3592.7 20860 514.12  
## - expvarsity 1 6282.6 23550 525.04  
##   
## Step: AIC=498.39  
## racetime ~ tall + flexarm + thighci + calfcir + biceps + estfm +   
## bestvj + legpower + meso + expvarsity + preexper  
##   
## Df Sum of Sq RSS AIC  
## - flexarm 1 261.9 17778 497.73  
## <none> 17516 498.39  
## - thighci 1 400.0 17916 498.43  
## - biceps 1 721.4 18237 500.03  
## - estfm 1 723.8 18240 500.04  
## - legpower 1 1358.5 18874 503.12  
## - calfcir 1 1711.8 19228 504.79  
## - bestvj 1 1831.8 19348 505.35  
## - preexper 1 1966.2 19482 505.97  
## - meso 1 2104.6 19621 506.61  
## - tall 1 3345.4 20861 512.13  
## - expvarsity 1 6482.8 23999 524.73  
##   
## Step: AIC=497.73  
## racetime ~ tall + thighci + calfcir + biceps + estfm + bestvj +   
## legpower + meso + expvarsity + preexper  
##   
## Df Sum of Sq RSS AIC  
## - thighci 1 297.6 18075 497.22  
## <none> 17778 497.73  
## - estfm 1 656.5 18434 498.99  
## - biceps 1 876.1 18654 500.06  
## - legpower 1 1115.6 18893 501.21  
## - calfcir 1 1450.1 19228 502.79  
## - bestvj 1 1616.2 19394 503.56  
## - meso 1 1894.0 19672 504.84  
## - preexper 1 2036.0 19814 505.49  
## - tall 1 3099.5 20877 510.19  
## - expvarsity 1 6567.6 24345 524.03  
##   
## Step: AIC=497.22  
## racetime ~ tall + calfcir + biceps + estfm + bestvj + legpower +   
## meso + expvarsity + preexper  
##   
## Df Sum of Sq RSS AIC  
## <none> 18075 497.22  
## - estfm 1 433.1 18508 497.36  
## - biceps 1 868.7 18944 499.45  
## - calfcir 1 1260.9 19336 501.29  
## - legpower 1 1421.3 19497 502.04  
## - meso 1 1885.0 19960 504.15  
## - bestvj 1 1887.1 19962 504.16  
## - preexper 1 2168.0 20243 505.42  
## - tall 1 2926.1 21001 508.73  
## - expvarsity 1 6381.6 24457 522.44

##   
## Call:  
## lm(formula = racetime ~ tall + calfcir + biceps + estfm + bestvj +   
## legpower + meso + expvarsity + preexper, data = rowtime)  
##   
## Coefficients:  
## (Intercept) tall calfcir biceps estfm   
## 797.881 -2.284 2.764 1.118 1.665   
## bestvj legpower meso expvarsity preexper   
## 5.101 -1.140 -9.786 -18.370 -11.096

The 9 variables in the model with lowest AIC are tall, calfcir, biceps, estfm, bestvj, legpower, meso, expvarsity, and preexper. The AIC for this model is 497.22.

### Part 3d

Use the **step** function with forward selection to find the "best" model for predicting the response variable rowtime.

Which independent variables are in the model selected? What is the AIC value for this model?

### Answer 3d

lm.null = lm(racetime ~ 1, data=rowtime)  
step(lm.null,scope=list(lower=lm.null,upper=full),direction="forward")

## Start: AIC=575.99  
## racetime ~ 1  
##   
## Df Sum of Sq RSS AIC  
## + estffm 1 16415.9 36552 544.60  
## + tall 1 13189.7 39778 552.21  
## + weight 1 12987.5 39980 552.67  
## + legpower 1 8478.5 44489 562.29  
## + expvarsity 1 7731.5 45236 563.79  
## + flexarm 1 7190.1 45777 564.86  
## + preexper 1 5346.5 47621 568.41  
## + thighci 1 4806.2 48161 569.43  
## + estfm 1 4288.2 48679 570.39  
## + armspan 1 3492.1 49476 571.85  
## + calfcir 1 2072.4 50895 574.39  
## <none> 52968 575.99  
## + meso 1 932.8 52035 576.39  
## + bestvj 1 203.9 52764 577.64  
## + ecto 1 110.7 52857 577.80  
## + thigh 1 102.8 52865 577.81  
## + biceps 1 76.4 52891 577.86  
## + bestsnr 1 49.6 52918 577.90  
## + tricep 1 42.6 52925 577.91  
## + endo 1 12.6 52955 577.97  
##   
## Step: AIC=544.6  
## racetime ~ estffm  
##   
## Df Sum of Sq RSS AIC  
## + expvarsity 1 5950.0 30602 530.61  
## + biceps 1 4411.1 32141 535.03  
## + preexper 1 3700.7 32851 536.99  
## + ecto 1 3276.0 33276 538.15  
## + tall 1 3072.6 33479 538.70  
## + endo 1 2677.3 33874 539.75  
## + calfcir 1 2326.6 34225 540.68  
## + tricep 1 2238.5 34313 540.91  
## + estfm 1 1274.1 35278 543.41  
## + weight 1 1270.1 35282 543.42  
## <none> 36552 544.60  
## + thighci 1 762.4 35789 544.70  
## + meso 1 705.0 35847 544.85  
## + flexarm 1 690.1 35862 544.89  
## + thigh 1 433.5 36118 545.53  
## + legpower 1 311.0 36241 545.83  
## + bestvj 1 53.8 36498 546.47  
## + armspan 1 53.4 36498 546.47  
## + bestsnr 1 3.1 36549 546.59  
##   
## Step: AIC=530.61  
## racetime ~ estffm + expvarsity  
##   
## Df Sum of Sq RSS AIC  
## + tall 1 3673.9 26928 521.10  
## + preexper 1 3345.3 27256 522.19  
## + calfcir 1 3235.8 27366 522.55  
## + ecto 1 3153.8 27448 522.82  
## + biceps 1 3060.2 27542 523.13  
## + legpower 1 1245.3 29356 528.87  
## + endo 1 1169.4 29432 529.10  
## + bestvj 1 1086.4 29515 529.36  
## + meso 1 992.0 29610 529.64  
## + tricep 1 681.0 29921 530.58  
## <none> 30602 530.61  
## + estfm 1 521.4 30080 531.06  
## + weight 1 516.1 30086 531.08  
## + flexarm 1 419.8 30182 531.37  
## + thighci 1 311.9 30290 531.69  
## + armspan 1 292.3 30309 531.75  
## + thigh 1 74.2 30528 532.39  
## + bestsnr 1 0.7 30601 532.61  
##   
## Step: AIC=521.1  
## racetime ~ estffm + expvarsity + tall  
##   
## Df Sum of Sq RSS AIC  
## + preexper 1 3687.9 23240 509.84  
## + bestvj 1 1256.1 25672 518.80  
## + meso 1 1247.8 25680 518.83  
## + calfcir 1 1212.2 25716 518.95  
## + legpower 1 1144.1 25784 519.19  
## + biceps 1 1141.2 25787 519.20  
## <none> 26928 521.10  
## + tricep 1 276.8 26651 522.17  
## + armspan 1 239.2 26689 522.30  
## + endo 1 198.0 26730 522.44  
## + estfm 1 123.0 26805 522.69  
## + weight 1 119.8 26808 522.70  
## + bestsnr 1 42.8 26885 522.96  
## + ecto 1 28.0 26900 523.01  
## + flexarm 1 19.4 26908 523.03  
## + thigh 1 8.9 26919 523.07  
## + thighci 1 7.7 26920 523.07  
##   
## Step: AIC=509.84  
## racetime ~ estffm + expvarsity + tall + preexper  
##   
## Df Sum of Sq RSS AIC  
## + biceps 1 1637.17 21603 505.27  
## + meso 1 827.19 22413 508.58  
## + calfcir 1 810.18 22430 508.65  
## + tricep 1 582.46 22657 509.56  
## <none> 23240 509.84  
## + legpower 1 479.60 22760 509.97  
## + bestvj 1 437.89 22802 510.13  
## + estfm 1 383.16 22857 510.35  
## + weight 1 382.67 22857 510.35  
## + endo 1 343.89 22896 510.50  
## + ecto 1 200.92 23039 511.06  
## + thigh 1 183.37 23057 511.13  
## + armspan 1 167.39 23073 511.19  
## + bestsnr 1 27.65 23212 511.74  
## + thighci 1 14.47 23225 511.79  
## + flexarm 1 0.53 23239 511.84  
##   
## Step: AIC=505.27  
## racetime ~ estffm + expvarsity + tall + preexper + biceps  
##   
## Df Sum of Sq RSS AIC  
## + meso 1 951.94 20651 503.21  
## + bestvj 1 523.92 21079 505.06  
## + calfcir 1 519.62 21083 505.08  
## <none> 21603 505.27  
## + legpower 1 263.49 21339 506.16  
## + armspan 1 153.44 21449 506.63  
## + thighci 1 153.08 21450 506.63  
## + flexarm 1 96.62 21506 506.87  
## + bestsnr 1 36.23 21567 507.12  
## + endo 1 32.94 21570 507.13  
## + weight 1 32.50 21570 507.13  
## + estfm 1 32.12 21571 507.13  
## + thigh 1 25.43 21577 507.16  
## + tricep 1 7.76 21595 507.24  
## + ecto 1 1.60 21601 507.26  
##   
## Step: AIC=503.21  
## racetime ~ estffm + expvarsity + tall + preexper + biceps + meso  
##   
## Df Sum of Sq RSS AIC  
## + calfcir 1 1601.37 19049 497.95  
## + bestvj 1 746.45 19904 501.90  
## + legpower 1 553.04 20098 502.77  
## <none> 20651 503.21  
## + tricep 1 174.83 20476 504.45  
## + ecto 1 107.34 20544 504.74  
## + armspan 1 74.75 20576 504.89  
## + bestsnr 1 42.05 20609 505.03  
## + thighci 1 36.63 20614 505.05  
## + thigh 1 9.73 20641 505.17  
## + estfm 1 7.48 20643 505.18  
## + weight 1 6.80 20644 505.18  
## + flexarm 1 4.54 20646 505.19  
## + endo 1 3.15 20648 505.20  
##   
## Step: AIC=497.95  
## racetime ~ estffm + expvarsity + tall + preexper + biceps + meso +   
## calfcir  
##   
## Df Sum of Sq RSS AIC  
## + bestvj 1 481.32 18568 497.65  
## <none> 19049 497.95  
## + legpower 1 286.15 18763 498.59  
## + flexarm 1 278.17 18771 498.62  
## + thighci 1 257.74 18792 498.72  
## + armspan 1 196.38 18853 499.02  
## + tricep 1 130.75 18919 499.33  
## + bestsnr 1 122.38 18927 499.37  
## + ecto 1 35.40 19014 499.78  
## + thigh 1 25.90 19024 499.83  
## + weight 1 10.02 19039 499.90  
## + estfm 1 9.57 19040 499.90  
## + endo 1 1.16 19048 499.94  
##   
## Step: AIC=497.65  
## racetime ~ estffm + expvarsity + tall + preexper + biceps + meso +   
## calfcir + bestvj  
##   
## Df Sum of Sq RSS AIC  
## <none> 18568 497.65  
## + armspan 1 233.742 18334 498.51  
## + thighci 1 224.398 18344 498.55  
## + tricep 1 180.044 18388 498.77  
## + flexarm 1 155.779 18412 498.89  
## + legpower 1 145.988 18422 498.93  
## + bestsnr 1 38.290 18530 499.46  
## + ecto 1 28.280 18540 499.51  
## + endo 1 9.589 18559 499.60  
## + estfm 1 4.491 18564 499.62  
## + weight 1 4.321 18564 499.62  
## + thigh 1 0.008 18568 499.65

##   
## Call:  
## lm(formula = racetime ~ estffm + expvarsity + tall + preexper +   
## biceps + meso + calfcir + bestvj, data = rowtime)  
##   
## Coefficients:  
## (Intercept) estffm expvarsity tall preexper   
## 867.706 -1.299 -17.579 -2.404 -10.983   
## biceps meso calfcir bestvj   
## 1.155 -10.389 2.810 1.002

The 8 variables in the model with lowest AIC are estffm, expvarsity, tall, preexper, biceps, meso, calfcir, bestvj. The AIC for this model is 497.65.

### Part 3e

Compute the AIC for the the best model with 8 predictors from the **regsubsets** function. How does it compare with the AIC for the two models produced by the backward and forward selection procedure?

Which model is the "best" according to the AIC? (remember, smaller is better for AIC)

### Answer 3e

extractAIC(lm(racetime~estffm+expvarsity+tall+preexper+biceps+meso+calfcir+bestvj, data=rowtime))[2]

## [1] 497.6452

The step function going backward produced the lowest AIC and therefore the best model.