# 数据挖掘应用技术与实践实验指导书

随着数据库技术的发展，形成了数据丰富，知识缺乏的严重局面。针对如何有效利用这些海量的数据信息的挑战，数据挖掘技术应运而生，并显示出强大的生命力。数据挖掘技术是数据处理技术进入了一个更高级的阶段，是对未来人类产生重大影响的十大新兴技术之一。因此加强数据挖掘领域的理论与实践学习也已成为专业学生的必修内容。

本实验指导书通过大量的实例，循序渐进地引导学生做好各章的实验。根据实验教学大纲，我们编排了4个实验。在实验中学生根据实验指导中的内容进行验证总结。实验完成后，学生按照要求完成实验报告。整个实验中，我们强调培养学生动手实践能力，掌握数据挖掘的基本方法。

# 实验一 ID3算法实现

1. 实验目的

通过编程实现决策树算法，信息增益的计算、数据子集的划分、决策树的构建过程。加深对相关算法的理解过程。

实验类型：验证

计划学时：4学时

1. 实验内容
2. 分析决策树算法的实现流程
3. 分析信息增益的计算、数据子集的划分、决策树的构建过程
4. 根据算法描述编程实现算法，调试运行；
5. 实验方法

根据ID算法对数据进行分析。

1. 思考题
2. 信息增益的计算
3. 选择相关字段后根据相关字段的取值对数据集进行划分
4. 决策树构建的终止条件

## 实验二 贝叶斯算法

1. 实验目的

通过贝叶斯算法的编程实现，加深对贝叶斯算法理解，同时利用贝叶斯算法对简单应用实现预测分类。

实验类型：验证

计划学时：4学时

1. 实验内容
2. 分析贝叶斯算法；
3. 计算条件概率；
4. 预测精度的计算与评估；
5. 编程实现贝叶斯分类算法，并对简单应用样本数据进行预测分类。
6. 实验方法
7. 实现贝叶斯算法；

算法流程如下：

1. 输入实验数据
2. 设定训练集数据和测试集数据
3. 计算训练集数据中总各属性在各类中的概率分布情况
4. 利用测试数据计算机贝叶斯分了算法的精度
5. 输出分类结构
6. 利用实验数据对贝叶斯算法进行检测；
7. 求精确度计算；
8. 完成整个分类与评估的过程
9. 思考
10. 如果各属性不是条件独立的，则如何进行分类。

## 实验三 先验算法

1. 实验目的
2. 掌握Apriori算法在关联规则挖掘中频繁项集的产生以及关联规则集合的产生过程中的作用；
3. 根据算法描述编程实现算法，调试运行。并结合相关实验数据进行应用，分析实验结果。

实验类型：验证

计划学时：4学时

1. 实验内容
2. 频繁项集的生产与Apriori算法实现；
3. 关联规则的生成过程算法实现；
4. 结合实验数据对算法进行分析；
5. 实验过程

编程完成以下算法：

1、频繁项集的产生

2、规则的产生

1. 思考题
2. 集合的表示以及相关操作的实现方法。
3. 项集的数据结构描述。

## 实验四 K-means算法

1. 实验目的

通过分析K-means聚类算法的聚类原理，利用编程工具编程实现K-means聚类算法，并通过对样本数据的聚类过程，加深对该聚类算法的理解与应用过程。

实验类型：验证

计划学时：4学时

1. 实验内容
2. 分析K-means聚类算法；
3. 分析距离计算方法；
4. 分析聚类的评价标准；
5. 编程完成K-means聚类算法，并 基于相关实验数据实现聚类过程；
6. 实验方法

K-means聚类算法原理：K-means聚类算法以k为参数，把n个对象分为k个簇，使簇内的对象具有较高的相似度。相似度的计算根据簇中对象的平均值来进行计算。

算法描述：

输入：簇的书面k和包含n个对象的数据库

输出：是平方误差准则最小的k个簇

算法流程：

1. 给定需要生成的簇的数目k
2. 随机选择k个对象作为初始的簇中心
3. 余下的对象，根据其与各个簇中心的距离，将他们赋给最近的簇
4. 重新计算每个簇的平均值
5. 以所得到的簇的平均值，返回第3步重新分配对象，直到准则函数收敛。

准则函数E：常常采用平方误准则来度量。

1. 思考题
2. 考虑选择不同的距离函数，对结果的影响。
3. 评价函数的计算。

## 考核与成绩评定

1、考核内容：考勤情况、完成情况、实验报告书撰写情况

2、成绩评定方法：学生做完实验后，教师依据学生考勤情况、完成情况、实验报告书撰写情况，给出优、良、中、及格、不及格的等级成绩评定，并转换为实验成绩的一部分。
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