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# 1. K-Means Clustering

-Means Clustering is a widely-used unsupervised machine learning algorithm, ideal for partitioning datasets into distinct, non-overlapping groups or ‘clusters’. We’ve seen it in the context of regional frequency analysis.

## 1.1 Algorithm

* **Inputs:** (number of clusters), $\vb{x} = \{x\_1, x\_2, x\_n\}$ (data points)
* **Outputs:** $\vb{c} = \{\mu\_1, \mu\_2, \ldots, \mu\_n\}$ (cluster assignments), $\vb{\mu} = \{\mu\_1, \mu\_2, \ldots, \mu\_k \}$ (cluster centroids)
* **Steps:**
  1. Randomly initialize cluster centers: $\vb{\mu} = \mu\_1^{(0)}, \mu\_2^{(0)}, \ldots, \mu\_k^{(0)} \in \mathbb{R}^d$
  2. Iterate until convergence:
     1. Assign each observation to the closest (in Euclidean distance) mean:
     2. Recompute each as the mean of all points assigned to it
     3. Terminate when the total change of the cluster centroids satisfies

# 2. Instructions

using CSV  
using DataFrames  
using Plots  
using StatsBase: mean, std

We will work in an external script. Open the file kmeans.jl and edit the functions provided. It’s a Julia file, so you can run line by line and work in the REPL.

To make the functions created available to you here, run the following command:

include("kmeans.jl")

check\_convergence (generic function with 1 method)

## 2.1 Initialize Centroids

First, edit the init\_centroids function. It takes in a matrix indexed by observations and features, and returns a matrix with rows (one for each centroid) and columns (one for each feature) where is the number of features of . The code provided initializes each centroid to a random value.

You can change this to whatever you like – be sure to explain your reasoning. One common approach is to choose random observations from the dataset as your initial centroids. Be sure to make sure that your centroids are distinct!

## 2.2 Euclidean Distance

In order to assign observations to clusters, we need to be able to compute the distance between between an observation and a centroid. We will use the Euclidean distance, which is defined above. This function should take in two generic vectors and return a scalar.

## 2.3 Assign Clusters

There is just one line of code to edit here.

The argmin function may be your friend.

## 2.4 Update Centroids

As you loop through the algorithm, you will need to update the centroids. This function takes in the data matrix , the cluster assignments $\vb{c}$, which is a vector of integers, and the number of clusters . It returns a matrix with rows (one for each centroid) and columns (one for each feature) where is the number of features of .

## 2.5 -means algorithm

This function is provided for you. You do not need to edit it. You simply need to define all the functions it calls.

function kmeans(X::AbstractMatrix, k::Int; τ=1e-5, maxiter=500)  
 n, d = size(X) # get the number of observations and features  
  
 # initialize the cluster centroids (μ)  
 μ = init\_centroids(X, k)  
 μ\_history = [μ]  
  
 is\_converged = false # initialize the flag  
 j = 1 # initialize the counter  
  
 # go through the loop until convergence is reached  
 while !is\_converged  
 cluster\_assignments = assign\_clusters(X, μ)  
 cluster\_centroids = update\_centroids(X, cluster\_assignments, k) # update the centroids  
  
 # add the current centroids to the history  
 push!(μ\_history, cluster\_centroids)  
  
 # check for convergence  
 is\_converged = check\_convergence(μ\_history, τ) # check for convergence  
  
 # if we have run too many iterations, throw an error (avoid infinite loops)  
 if j > maxiter  
 @warn "Failed to converge after $j iterations"  
 return cluster\_assignments, μ\_history  
 end  
  
 # increase the counter  
 j += 1  
 end  
  
 cluster\_assignments = assign\_clusters(X, μ)  
  
 return cluster\_assignments, μ\_history  
end

# 3. Analysis

Our input data for this clustering analysis will be stations from the GHCND dataset (original [here](https://www.ncei.noaa.gov/data/global-historical-climatology-network-daily/doc/ghcnd-stations.txt)). We will subset only stations in Texas, and we will cluster on their longitude and latitude.

# Define a function to parse each line  
function parse\_line(line)  
 station = strip(line[1:11]) # Station ID  
 latitude = parse(Float64, strip(line[13:20])) # Latitude  
 longitude = parse(Float64, strip(line[22:30])) # Longitude  
 elevation = parse(Float64, strip(line[32:37])) # Elevation  
 state = strip(line[39:40]) # State Abbreviation (if present)  
 name = strip(line[41:end]) # Station Name  
 return (station, latitude, longitude, elevation, state, name)  
end  
  
# Read the file and process each line  
function read\_file(filename)  
 data = []  
 open(filename) do file  
 for line in eachline(file)  
 push!(data, parse\_line(line))  
 end  
 end  
 return DataFrame(data, [:Station, :Latitude, :Longitude, :Elevation, :State, :Name])  
end  
  
# Usage  
filename = "data/ghcnd\_stations.txt"  
stations = read\_file(filename)  
stations = stations[stations[!, "State"].=="TX", :]  
  
describe(stations)

Now we can run the clustering analysis we’ve implemented

X = Matrix(stations[!, [:Latitude, :Longitude]])  
K = 10 # choose your own!  
cluster\_assignments, μ\_history = kmeans(X, K)

┌ Warning: Failed to converge after 501 iterations  
└ @ Main In[4]:24

([0, 0, 0, 0, 0, 0, 0, 0, 0, 0 … 0, 0, 0, 0, 0, 0, 0, 0, 0, 0], [[0.6619874509843453 0.015381958753164504; 0.05580226595222304 0.8115981719186741; … ; 0.6330906856933693 0.7973394808893584; 0.37845393615673306 0.5428214448857482], [0.22109766557182586 0.29438966929459576; 0.7361024153553879 0.988609085039692; … ; 0.8931499659179826 0.9894761189101889; 0.8161976911563658 0.6981698248242263], [0.7295612065894655 0.40817508145268866; 0.7911237923823662 0.21067516321547464; … ; 0.6238166509745467 0.7703360367594844; 0.585134618768454 0.044201099387830456], [0.39581143803040986 0.381190676243772; 0.4999761315107544 0.44646928658964247; … ; 0.5149829749646231 0.8176670270256111; 0.9106257995466038 0.034694048549699597], [0.008484523837401281 0.24838834091352502; 0.010572200937176257 0.8401853062587469; … ; 0.2715030041347877 0.29751504773064674; 0.43016698941852094 0.5566210984883689], [0.988353331519735 0.06678267962367535; 0.5025831867575343 0.24180601006744107; … ; 0.9047112076224564 0.6947294588996168; 0.04145658709118638 0.9710201056327347], [0.7457964388522376 0.23054507717215034; 0.46428464291631466 0.020134034778009013; … ; 0.8697493374033909 0.8885094438693552; 0.07241954498219383 0.7733885023181258], [0.11168005649794255 0.626407034882146; 0.4949386326410935 0.16590119694739958; … ; 0.7502286564260653 0.8086107091820254; 0.4527342206901114 0.48822110824208276], [0.10767335502476216 0.6759261430884206; 0.3017885667622331 0.7527699713951329; … ; 0.7744551991827042 0.7088781830645158; 0.6441921486547795 0.24376960614684162], [0.019660849290455196 0.893600048674718; 0.4041635839033416 0.7695889329654647; … ; 0.7574471065045535 0.03756556415922474; 0.5333922150924808 0.6082658828347421] … [0.8847991548258002 0.6441310010208463; 0.6180894837075942 0.21315555196947267; … ; 0.5183834571053997 0.5101391443629469; 0.7574100385246094 0.933219368396351], [0.09922273729079645 0.012635221298539778; 0.20824835977111789 0.6698201951340617; … ; 0.8640696961422052 0.9102175849945043; 0.8490359940488157 0.4439157214544023], [0.17757890219424266 0.8178983436847934; 0.705423886901576 0.48246120981942053; … ; 0.31152850226964457 0.8871913118984688; 0.7510818301870302 0.13296676352890047], [0.8886970211570291 0.4685240833937442; 0.7134231005738618 0.6021115934749054; … ; 0.45228795682520717 0.900299584459486; 0.28683504708866414 0.7523941883875503], [0.699841571916629 0.8948168324216698; 0.6935757855858896 0.12166976469505275; … ; 0.22694653369034445 0.03070175718521606; 0.6308832124554522 0.2795559011730533], [0.695577620069376 0.9526554539703433; 0.9163038053723221 0.5312005120838643; … ; 0.9662120588073375 0.7600577406051874; 0.7821799448823095 0.20951383879968744], [0.43157068000627097 0.059941456699409534; 0.1541789412030382 0.2639910183765293; … ; 0.8341167568167163 0.8650381083064708; 0.0223985337709669 0.0626831572794796], [0.19985710322424688 0.02171027858880703; 0.8987653144038726 0.49660030645481523; … ; 0.7335527703321446 0.34294985762025765; 0.36411394062468594 0.503719201719229], [0.10584455820928051 0.5079372960698852; 0.26278234376127274 0.9633269936004538; … ; 0.3765926067662656 0.8834521399072326; 0.970601899007095 0.433644916005664], [0.6251155551340558 0.12353723431520225; 0.2804300061592241 0.9190786133813682; … ; 0.4734715490201752 0.7995375080506517; 0.763183505040763 0.6330702405070159]])

# 4. Analysis

Once your code appears to be working:

1. Plot your cluster assignments on a map. Do they look logical? What does / does not make sense to you?
2. Check for consistency by re-running your code and comparing the plots. Do they look the same? Why or why not?
3. Plot the (two-dimensional) cluster centroids as a function of the number of iterations.
4. Try different values of . How does the clustering change? What is the best value of in your opinion? How could you determine this?

If you have extra time, alter other parts of the code (e.g., use elevation to cluster, or use a different distance metric). How does this change your results?