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# 1. Overview

Precipitation is difficult to monitor and predict, whereas data on other environmental variables are relatively easy to obtain. There might be some correlation between these variables and precipitation. In this project, the goal is to develop a precipitation downscaling model using Principal Components Analysis (PCA) and K Nearest Neighbors (KNN) based on environmental variables such as temperature, geopotensial, and cloud cover fraction. The focus region is Houston, and the data utilized is obtained from ERA5 reanalysis.

# 2. Set up

# 3. Read data

ERA5 reanalysis data for temperature, pressure, and cloud cover fraction were collected for the Houston region. The data spanned a specific time period from 1979 to 2022, where longitude ranges from 258.25 to 269.25 and latitude from 25.25 to 36.25. Precipitation is obtained from NEXRAD radar precipitation data. For this project, I used the same precipitation data from lab 6. One thing to note is that the latitude data is flipped, so we need to rearrange it in the proper order. We also need to repeat this process for the other variables.

24×24×16365 Array{Union{Missing, Quantity{Float64, 𝐋, Unitful.FreeUnits{(mm,), 𝐋, nothing}}}, 3}:  
[:, :, 1] =  
 0.0 mm 0.0202463 mm … 1.57975 mm 1.37582 mm  
 0.114836 mm 0.0602374 mm 1.85082 mm 1.20963 mm  
 0.237292 mm 0.121709 mm 1.45203 mm 1.97182 mm  
 0.678864 mm 0.389667 mm 1.33469 mm 1.5909 mm  
 1.0564 mm 0.24362 mm 1.75647 mm 1.43704 mm  
 0.594209 mm 0.192309 mm … 1.71966 mm 1.23506 mm  
 0.153464 mm 0.345075 mm 2.06668 mm 1.34688 mm  
 0.0801041 mm 0.576138 mm 2.27098 mm 1.45706 mm  
 0.133022 mm 0.706655 mm 3.71962 mm 5.20069 mm  
 0.53837 mm 1.4474 mm 0.759342 mm 2.88819 mm  
 missing missing … 0.461275 mm 1.50673 mm  
 missing missing 0.139224 mm 1.43436 mm  
 missing missing 2.13086 mm 3.18961 mm  
 missing missing 5.16296 mm 5.19326 mm  
 missing missing 4.47193 mm 5.3778 mm  
 missing missing … 8.9879 mm 2.81836 mm  
 missing missing 8.12168 mm 1.80613 mm  
 missing missing 15.1932 mm 6.17247 mm  
 missing missing 12.0708 mm 15.3935 mm  
 missing missing 16.3307 mm 16.41 mm  
 missing missing … 20.6869 mm 12.77 mm  
 missing missing 9.67723 mm 14.9623 mm  
 missing missing 10.5213 mm 21.7209 mm  
 missing missing 14.5443 mm 20.7196 mm  
  
[:, :, 2] =  
 0.0 mm 0.0 mm … 0.0 mm 0.0 mm  
 0.0 mm 0.0 mm 0.0 mm 0.0 mm  
 0.0 mm 0.0 mm 0.0 mm 0.0 mm  
 0.0 mm 0.0 mm 0.0 mm 0.0 mm  
 0.0 mm 0.0 mm 0.0 mm 0.0 mm  
 0.0 mm 0.0 mm … 0.0 mm 0.0 mm  
 0.0 mm 0.0 mm 0.0 mm 0.0 mm  
 0.0 mm 0.0 mm 0.0 mm 0.0 mm  
 0.0 mm 0.0 mm 0.0 mm 0.0 mm  
 0.0 mm 0.0 mm 0.0828211 mm 0.0344644 mm  
 missing missing … 0.232722 mm 0.116297 mm  
 missing missing 0.120667 mm 0.0780643 mm  
 missing missing 0.209601 mm 0.790819 mm  
 missing missing 0.0694368 mm 0.330909 mm  
 missing missing 0.366478 mm 0.0834752 mm  
 missing missing … 0.392715 mm 0.334877 mm  
 missing missing 0.847358 mm 0.171142 mm  
 missing missing 2.01706 mm 0.660464 mm  
 missing missing 0.0865614 mm 0.309305 mm  
 missing missing 0.0 mm 0.206135 mm  
 missing missing … 0.355726 mm 0.397575 mm  
 missing missing 0.686435 mm 1.2978 mm  
 missing missing 0.906296 mm 0.998617 mm  
 missing missing 2.16601 mm 0.708568 mm  
  
[:, :, 3] =  
 0.0 mm 0.0 mm 0.0 mm … 0.0 mm 0.0 mm  
 0.0 mm 0.0 mm 0.0 mm 0.0 mm 0.0 mm  
 0.0 mm 0.0 mm 0.0 mm 0.0 mm 0.0 mm  
 0.0 mm 0.0 mm 0.0 mm 0.0296272 mm 0.16041 mm  
 0.0 mm 0.0 mm 0.0 mm 0.0 mm 0.0822869 mm  
 0.0 mm 0.0 mm 0.0 mm … 0.0 mm 0.0 mm  
 0.0 mm 0.0 mm 0.0 mm 0.0 mm 0.0 mm  
 0.0 mm 0.0 mm 0.0 mm 0.0 mm 0.0 mm  
 0.0 mm 0.0 mm 0.0 mm 0.0 mm 0.0 mm  
 0.0 mm 0.0 mm 0.0 mm 0.0879667 mm 0.391579 mm  
 missing missing missing … 0.052071 mm 0.178373 mm  
 missing missing missing 0.0 mm 0.0 mm  
 missing missing missing 0.0 mm 0.0 mm  
 missing missing missing 0.0 mm 0.0 mm  
 missing missing missing 0.0 mm 0.0 mm  
 missing missing missing … 0.0 mm 0.0 mm  
 missing missing missing 0.0 mm 0.0 mm  
 missing missing missing 0.0 mm 0.0 mm  
 missing missing missing 0.0 mm 0.0 mm  
 missing missing missing 0.0 mm 0.0 mm  
 missing missing missing … 0.0 mm 0.0 mm  
 missing missing missing 0.0 mm 0.0707157 mm  
 missing missing missing 0.0 mm 0.0 mm  
 missing missing missing 0.0 mm 0.0 mm  
  
;;; …   
  
[:, :, 16363] =  
 0.0 mm 0.0 mm 0.0 mm … 0.0 mm 0.0 mm  
 0.0 mm 0.0 mm 0.0 mm 0.0 mm 0.0 mm  
 0.0 mm 0.0 mm 0.0 mm 0.0 mm 0.0 mm  
 0.0 mm 0.0 mm 0.0 mm 0.0 mm 0.0 mm  
 0.0 mm 0.0 mm 0.0 mm 0.0 mm 0.0 mm  
 0.0 mm 0.0 mm 0.0 mm … 0.0 mm 0.0 mm  
 0.0 mm 0.0 mm 0.0 mm 0.0 mm 0.0 mm  
 0.0 mm 0.0 mm 0.0 mm 0.0 mm 0.0 mm  
 0.0 mm 0.0 mm 0.0 mm 0.0 mm 0.0 mm  
 0.0 mm 0.0 mm 0.0 mm 0.0 mm 0.0 mm  
 missing missing missing … 0.0 mm 0.0 mm  
 missing missing missing 0.0 mm 0.0 mm  
 missing missing missing 0.0 mm 0.0 mm  
 missing missing missing 0.0 mm 0.0 mm  
 missing missing missing 0.0259045 mm 0.0 mm  
 missing missing missing … 0.0 mm 0.0 mm  
 missing missing missing 0.0 mm 0.0 mm  
 missing missing missing 0.0 mm 0.0 mm  
 missing missing missing 0.228387 mm 0.0761566 mm  
 missing missing missing 0.189209 mm 0.275329 mm  
 missing missing missing … 0.303631 mm 0.72749 mm  
 missing missing missing 0.220527 mm 1.02891 mm  
 missing missing missing 0.127663 mm 0.818845 mm  
 missing missing missing 0.0371985 mm 0.641579 mm  
  
[:, :, 16364] =  
 0.0 mm 0.0 mm … 0.0 mm 0.0 mm 0.0 mm 0.0 mm  
 0.0 mm 0.0 mm 0.0 mm 0.0 mm 0.0 mm 0.0 mm  
 0.0 mm 0.0 mm 0.0 mm 0.0 mm 0.0 mm 0.0 mm  
 0.0 mm 0.0 mm 0.0 mm 0.0 mm 0.0 mm 0.0 mm  
 0.0 mm 0.0 mm 0.0 mm 0.0 mm 0.0 mm 0.0 mm  
 0.0 mm 0.0 mm … 0.0 mm 0.0 mm 0.0 mm 0.0 mm  
 0.0 mm 0.0 mm 0.0 mm 0.0 mm 0.0 mm 0.0 mm  
 0.0 mm 0.0 mm 0.0 mm 0.0 mm 0.0 mm 0.0 mm  
 0.0 mm 0.0 mm 0.0 mm 0.0 mm 0.0 mm 0.0 mm  
 0.0 mm 0.0 mm 0.0 mm 0.0 mm 0.0 mm 0.0 mm  
 missing missing … 0.0 mm 0.0 mm 0.0 mm 0.0 mm  
 missing missing 0.0 mm 0.0 mm 2.37197 mm 0.0 mm  
 missing missing 0.0 mm 0.0 mm 0.683025 mm 0.0 mm  
 missing missing 0.0 mm 0.0 mm 0.0 mm 0.0 mm  
 missing missing 0.0 mm 0.0 mm 0.0 mm 0.0 mm  
 missing missing … 0.0 mm 0.0 mm 0.0 mm 0.0 mm  
 missing missing 0.0 mm 0.0 mm 0.0 mm 0.0 mm  
 missing missing 0.0 mm 0.0 mm 0.0 mm 0.0 mm  
 missing missing 0.0 mm 0.0 mm 0.0 mm 0.0 mm  
 missing missing 0.0 mm 0.0 mm 0.0 mm 0.0 mm  
 missing missing … 0.0 mm 0.0 mm 0.0 mm 0.0 mm  
 missing missing 0.0 mm 0.0 mm 0.0 mm 0.0 mm  
 missing missing 0.0 mm 0.0 mm 0.0 mm 0.0 mm  
 missing missing 0.0 mm 0.0 mm 0.0 mm 0.0 mm  
  
[:, :, 16365] =  
 0.0 mm 0.0 mm … 0.0 mm 0.0 mm 0.0 mm 0.0 mm  
 0.0 mm 0.0 mm 0.0 mm 0.0 mm 0.0 mm 0.0 mm  
 0.0 mm 0.0 mm 0.0 mm 0.0 mm 0.0 mm 0.0 mm  
 0.0 mm 0.0 mm 0.0 mm 0.0 mm 0.0 mm 0.0 mm  
 0.0 mm 0.0 mm 0.0 mm 0.0 mm 0.0 mm 0.0 mm  
 0.0 mm 0.0 mm … 0.0 mm 0.0 mm 0.0 mm 0.0 mm  
 0.0 mm 0.0326195 mm 0.0 mm 0.0 mm 0.0 mm 0.0 mm  
 0.0 mm 0.0 mm 0.0 mm 0.0 mm 0.0 mm 0.0 mm  
 0.0 mm 0.0 mm 0.0 mm 0.0 mm 0.0 mm 0.0 mm  
 0.0 mm 0.0 mm 0.0 mm 0.0 mm 0.0 mm 0.0 mm  
 missing missing … 0.0 mm 0.0 mm 0.0 mm 0.0 mm  
 missing missing 0.0 mm 0.0 mm 0.0 mm 0.0 mm  
 missing missing 0.0 mm 0.0 mm 0.0 mm 0.0 mm  
 missing missing 0.0 mm 0.0 mm 0.0 mm 0.0 mm  
 missing missing 0.0 mm 0.0 mm 0.0 mm 0.0 mm  
 missing missing … 0.0 mm 0.0 mm 0.0 mm 0.0 mm  
 missing missing 0.0 mm 0.0 mm 0.0 mm 0.0 mm  
 missing missing 0.0 mm 0.0 mm 0.0 mm 0.0 mm  
 missing missing 0.0 mm 0.0 mm 0.0 mm 0.0 mm  
 missing missing 0.0 mm 0.0 mm 0.0 mm 0.0 mm  
 missing missing … 0.0 mm 0.0 mm 0.0 mm 0.0 mm  
 missing missing 0.0 mm 0.0 mm 0.0 mm 0.0 mm  
 missing missing 0.0 mm 0.0 mm 0.0 mm 0.0 mm  
 missing missing 0.0 mm 0.0 mm 0.0 mm 0.0 mm

12×12×16071 Array{Quantity{Float64, 𝚯, Unitful.FreeUnits{(K,), 𝚯, nothing}}, 3}:  
[:, :, 1] =  
 293.478 K 295.277 K 289.968 K … 262.968 K 261.005 K 260.687 K  
 290.329 K 295.495 K 289.934 K 264.343 K 261.383 K 260.654 K  
 295.687 K 296.181 K 290.263 K 264.896 K 262.715 K 260.269 K  
 299.008 K 298.039 K 293.621 K 265.085 K 263.004 K 261.597 K  
 296.868 K 296.964 K 295.81 K 266.097 K 263.452 K 262.992 K  
 296.195 K 294.933 K 294.294 K … 268.014 K 265.626 K 264.273 K  
 297.222 K 296.503 K 296.089 K 269.531 K 267.197 K 265.045 K  
 297.308 K 297.191 K 296.774 K 270.816 K 269.482 K 265.97 K  
 297.429 K 297.008 K 296.912 K 273.717 K 271.715 K 267.72 K  
 297.701 K 297.384 K 297.125 K 278.764 K 275.46 K 270.703 K  
 297.919 K 297.773 K 296.949 K … 283.083 K 278.998 K 273.167 K  
 297.769 K 297.48 K 296.806 K 289.332 K 283.148 K 276.686 K  
  
[:, :, 2] =  
 283.272 K 285.051 K 275.088 K … 258.078 K 257.205 K 254.416 K  
 280.792 K 278.161 K 277.445 K 261.214 K 257.701 K 256.766 K  
 279.414 K 277.879 K 279.453 K 261.66 K 259.104 K 256.654 K  
 281.311 K 280.797 K 278.004 K 261.278 K 259.141 K 257.602 K  
 281.325 K 279.963 K 278.294 K 262.107 K 259.187 K 258.684 K  
 288.362 K 286.273 K 284.238 K … 263.79 K 261.501 K 260.637 K  
 290.594 K 288.043 K 285.035 K 265.012 K 264.457 K 260.982 K  
 292.656 K 289.742 K 286.641 K 264.688 K 264.959 K 261.724 K  
 293.477 K 291.705 K 288.211 K 266.422 K 265.752 K 261.869 K  
 295.101 K 293.002 K 290.438 K 269.147 K 267.463 K 263.84 K  
 296.352 K 294.74 K 292.075 K … 271.709 K 268.34 K 265.723 K  
 295.885 K 296.043 K 293.322 K 272.053 K 269.811 K 267.637 K  
  
[:, :, 3] =  
 277.071 K 275.335 K 274.286 K … 267.977 K 263.379 K 263.671 K  
 278.659 K 275.342 K 275.565 K 270.626 K 264.905 K 264.565 K  
 274.225 K 274.508 K 276.157 K 270.848 K 268.681 K 262.84 K  
 276.188 K 276.014 K 275.809 K 265.922 K 267.772 K 267.813 K  
 276.377 K 274.506 K 273.792 K 267.379 K 265.203 K 268.041 K  
 281.633 K 279.512 K 278.216 K … 270.573 K 270.651 K 268.913 K  
 283.107 K 281.172 K 279.004 K 270.184 K 270.854 K 268.452 K  
 284.319 K 282.402 K 279.851 K 268.803 K 267.595 K 265.346 K  
 284.77 K 283.201 K 280.703 K 268.354 K 267.399 K 264.403 K  
 285.743 K 283.938 K 281.454 K 267.823 K 266.998 K 265.581 K  
 286.188 K 284.108 K 281.995 K … 266.323 K 266.275 K 265.189 K  
 286.385 K 284.473 K 282.637 K 265.924 K 265.405 K 265.266 K  
  
;;; …   
  
[:, :, 16069] =  
 291.448 K 294.57 K 296.788 K … 288.198 K 286.727 K 286.782 K  
 287.772 K 301.087 K 296.951 K 291.74 K 288.775 K 288.353 K  
 295.168 K 296.998 K 297.748 K 292.45 K 291.753 K 289.991 K  
 298.338 K 297.585 K 296.692 K 292.315 K 290.258 K 291.59 K  
 294.338 K 294.946 K 295.289 K 291.444 K 289.971 K 290.818 K  
 296.794 K 295.045 K 295.13 K … 290.1 K 289.404 K 289.809 K  
 297.186 K 296.561 K 296.273 K 289.576 K 288.077 K 288.83 K  
 297.612 K 297.608 K 296.846 K 288.823 K 288.734 K 287.621 K  
 297.888 K 297.29 K 296.786 K 288.872 K 287.772 K 286.639 K  
 297.371 K 296.768 K 295.743 K 289.619 K 287.127 K 286.587 K  
 297.07 K 296.391 K 295.741 K … 288.539 K 287.059 K 285.762 K  
 296.842 K 296.479 K 295.887 K 288.088 K 287.426 K 286.256 K  
  
[:, :, 16070] =  
 287.832 K 291.345 K 290.644 K … 283.222 K 282.385 K 281.336 K  
 283.807 K 295.254 K 293.148 K 284.721 K 284.691 K 280.539 K  
 297.294 K 295.216 K 295.164 K 287.16 K 284.205 K 281.577 K  
 297.807 K 295.664 K 294.604 K 286.568 K 283.561 K 282.431 K  
 295.238 K 296.471 K 296.988 K 288.342 K 284.818 K 284.828 K  
 297.285 K 294.457 K 294.763 K … 289.105 K 288.748 K 286.531 K  
 297.494 K 296.711 K 294.51 K 290.811 K 286.695 K 288.507 K  
 297.941 K 297.98 K 295.653 K 290.742 K 291.901 K 288.886 K  
 297.209 K 297.508 K 296.15 K 291.263 K 291.443 K 289.629 K  
 297.642 K 297.326 K 296.472 K 292.127 K 292.276 K 290.22 K  
 298.035 K 297.105 K 296.397 K … 293.256 K 291.564 K 291.172 K  
 297.463 K 297.246 K 296.261 K 292.429 K 292.021 K 291.502 K  
  
[:, :, 16071] =  
 289.446 K 291.783 K 294.668 K … 283.031 K 284.365 K 284.439 K  
 286.673 K 296.785 K 295.125 K 284.234 K 281.728 K 283.447 K  
 295.078 K 295.933 K 296.281 K 283.529 K 282.162 K 281.699 K  
 298.359 K 296.896 K 295.162 K 284.402 K 282.383 K 281.473 K  
 295.07 K 296.59 K 294.091 K 286.887 K 282.512 K 280.246 K  
 293.928 K 292.351 K 291.956 K … 288.221 K 284.456 K 281.781 K  
 295.732 K 294.699 K 294.812 K 287.383 K 284.176 K 282.679 K  
 296.734 K 296.096 K 295.829 K 287.801 K 285.978 K 282.699 K  
 296.443 K 295.416 K 295.812 K 287.826 K 285.783 K 281.863 K  
 295.354 K 295.998 K 294.964 K 288.473 K 286.117 K 282.752 K  
 295.677 K 294.543 K 294.709 K … 287.908 K 285.312 K 282.44 K  
 297.591 K 295.009 K 294.949 K 287.248 K 286.065 K 283.218 K

12×12×16071 Array{Union{Missing, Float64}, 3}:  
[:, :, 1] =  
 56802.5 56533.0 56279.7 56071.0 … 54668.7 54441.1 54212.0 53989.0  
 56854.2 56686.0 56432.2 56153.5 54756.8 54532.8 54290.0 54066.5  
 56999.0 56774.2 56569.5 56326.3 54854.0 54637.8 54392.0 54159.0  
 57070.0 56928.6 56717.8 56480.3 54995.0 54766.8 54531.7 54281.2  
 57159.0 57001.3 56823.5 56617.0 55185.2 54927.2 54690.3 54428.5  
 57230.0 57091.7 56917.8 56736.6 … 55364.0 55113.8 54851.6 54593.1  
 57306.5 57173.2 57019.0 56835.2 55549.3 55282.0 55020.8 54757.7  
 57373.5 57256.3 57103.8 56933.7 55743.8 55461.2 55215.7 54937.8  
 57426.0 57320.3 57197.0 57035.5 55921.6 55653.6 55413.2 55143.0  
 57466.8 57381.0 57282.3 57153.3 56117.8 55865.5 55592.0 55337.5  
 57511.2 57442.5 57351.5 57248.3 … 56296.0 56082.2 55812.5 55545.3  
 57566.7 57498.2 57421.5 57324.3 56493.5 56287.0 56031.6 55731.2  
  
[:, :, 2] =  
 56625.3 56452.6 56277.6 56074.8 … 53627.9 53215.8 52898.1 52646.3  
 56640.6 56432.6 56238.5 56027.9 53625.0 53181.8 52830.1 52556.3  
 56679.3 56450.6 56240.6 56023.3 53709.6 53197.1 52811.8 52499.1  
 56706.3 56494.5 56256.1 56039.0 53882.0 53283.0 52839.6 52483.3  
 56761.6 56539.3 56306.5 56066.6 54080.8 53445.4 52904.8 52503.6  
 56808.0 56599.5 56368.3 56116.5 … 54263.5 53669.8 53046.0 52565.8  
 56863.9 56657.3 56433.3 56188.1 54439.8 53891.3 53289.6 52724.1  
 56915.8 56725.8 56513.1 56272.3 54621.3 54106.3 53550.3 52991.3  
 56970.6 56798.3 56590.6 56368.6 54759.3 54311.0 53801.3 53268.8  
 57011.5 56861.8 56679.0 56464.3 54899.1 54481.8 54054.5 53562.3  
 57072.1 56924.5 56755.3 56555.3 … 55053.3 54675.8 54250.3 53814.6  
 57127.5 57001.1 56839.8 56647.6 55228.6 54880.1 54480.8 54049.3  
  
[:, :, 3] =  
 56928.8 56845.3 56725.0 56616.0 … 55506.3 55236.3 54969.8 54665.8  
 56956.8 56847.8 56719.3 56573.6 55346.3 55068.0 54766.1 54456.6  
 56986.1 56854.6 56704.0 56531.6 55174.8 54869.8 54541.5 54208.8  
 56982.1 56861.1 56683.0 56489.6 54989.3 54649.3 54303.5 53972.6  
 56990.3 56858.6 56658.8 56428.0 54814.5 54435.4 54085.0 53776.3  
 56999.6 56849.1 56632.1 56362.0 … 54618.1 54242.6 53909.6 53614.0  
 57009.3 56826.8 56597.9 56302.3 54442.5 54089.0 53758.5 53458.8  
 57015.9 56803.8 56556.8 56230.5 54298.3 53947.6 53616.6 53311.8  
 57009.8 56785.3 56510.3 56152.1 54127.3 53779.3 53451.8 53139.0  
 56997.8 56781.1 56460.5 56075.0 53930.1 53577.3 53251.6 52940.1  
 56993.6 56778.8 56422.3 55998.5 … 53735.5 53382.3 53055.0 52747.5  
 56984.8 56762.8 56404.6 55931.6 53556.1 53213.6 52886.0 52577.8  
  
;;; …   
  
[:, :, 16069] =  
 56761.8 56720.3 56666.1 56578.6 … 55521.5 55229.6 54957.1 54717.5  
 56772.6 56724.6 56666.9 56595.5 55737.6 55442.1 55153.6 54858.8  
 56833.8 56779.3 56701.6 56634.4 55900.5 55602.8 55320.5 55061.1  
 56878.8 56827.3 56753.3 56672.6 55988.3 55729.8 55455.6 55183.1  
 56914.1 56851.8 56782.8 56711.0 56086.1 55846.9 55606.1 55375.1  
 56940.8 56874.8 56810.8 56750.8 … 56163.1 55973.3 55788.3 55643.8  
 56969.8 56905.3 56843.3 56787.5 56244.5 56076.8 55916.3 55774.1  
 56993.6 56937.1 56869.3 56814.1 56336.6 56191.5 56054.6 55904.8  
 57014.6 56962.4 56896.8 56841.3 56423.3 56296.3 56145.3 56035.9  
 57041.5 56984.8 56915.9 56867.4 56494.3 56371.8 56229.3 56129.8  
 57060.6 57013.4 56942.3 56884.8 … 56560.8 56454.4 56326.3 56201.1  
 57073.8 57044.1 56988.3 56928.8 56605.6 56507.1 56394.8 56270.3  
  
[:, :, 16070] =  
 56281.8 56071.0 55863.5 55737.8 … 55350.3 55186.5 54951.0 54492.3  
 56343.5 56129.3 55973.6 55810.0 55414.1 55225.1 54997.8 54593.6  
 56446.6 56275.6 56096.5 55935.8 55483.8 55313.1 55094.8 54725.6  
 56533.8 56390.6 56246.8 56104.6 55589.1 55422.3 55207.5 54879.3  
 56627.4 56518.1 56392.0 56250.6 55680.6 55530.5 55303.9 55033.9  
 56679.8 56568.0 56440.5 56331.6 … 55782.8 55618.3 55438.3 55140.1  
 56723.8 56601.6 56500.8 56432.6 55878.1 55743.0 55546.4 55293.6  
 56753.3 56673.8 56584.6 56496.5 55981.0 55847.3 55668.1 55428.6  
 56833.8 56763.6 56700.3 56609.8 56110.3 55964.1 55806.3 55584.0  
 56933.0 56851.3 56753.8 56679.3 56225.3 56078.3 55943.3 55769.8  
 57000.6 56894.1 56794.5 56734.3 … 56353.6 56224.8 56088.3 55934.6  
 57041.5 56927.3 56832.8 56787.3 56497.1 56385.3 56242.5 56086.6  
  
[:, :, 16071] =  
 56473.5 56333.8 56098.0 55821.9 … 55042.5 54922.8 54803.7 54667.5  
 56439.2 56263.7 56030.2 55651.7 55006.4 54901.2 54774.8 54639.5  
 56488.2 56309.2 55985.7 55595.4 55016.2 54920.3 54803.7 54643.9  
 56512.4 56318.7 56001.7 55658.5 55028.5 54958.2 54856.0 54695.7  
 56577.7 56412.0 56125.0 55794.2 55077.0 54991.5 54911.4 54764.7  
 56633.5 56458.5 56227.2 55957.3 … 55139.0 55060.7 54966.9 54850.2  
 56685.7 56528.3 56329.9 56101.0 55227.0 55143.7 55038.7 54921.2  
 56775.7 56646.0 56450.7 56235.0 55308.9 55222.5 55117.4 54998.2  
 56895.0 56741.5 56541.0 56306.9 55420.5 55305.0 55209.3 55081.0  
 56964.2 56787.7 56607.5 56413.2 55567.3 55426.0 55315.3 55196.5  
 57022.3 56880.7 56719.8 56538.7 … 55684.0 55535.4 55398.8 55313.0  
 57085.0 56943.2 56790.7 56633.2 55743.4 55638.5 55515.5 55403.0

12×12×16071 Array{Union{Missing, Float64}, 3}:  
[:, :, 1] =  
 0.0312514 0.140631 0.16407 … 0.0 0.0312514 0.414066  
 0.0 0.0 0.0 0.0 0.00781286 0.0390643  
 0.0 0.0 0.0156257 0.00781286 0.0 0.0  
 0.0 0.0 0.0156257 0.0 0.0 0.0  
 0.0 0.0 0.0 0.0 0.0 0.0  
 0.0 0.0 0.0 … 0.0 0.0 0.0  
 0.0 0.0 0.0 0.0 0.0 0.0  
 0.0 0.0 0.0 0.00781286 0.0 0.0  
 0.0 0.0 0.0 0.0234386 0.0 0.0  
 0.0 0.0 0.0 0.0 0.00781286 0.0  
 0.0 0.0 0.0 … 0.0 0.0 0.0  
 0.0 0.0 0.0 0.257809 0.523431 0.00781286  
  
[:, :, 2] =  
 0.0 0.0 0.0 … 0.0 0.0 0.0 0.0 0.0  
 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0  
 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0  
 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0  
 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0  
 0.0 0.0 0.0 … 0.0 0.0 0.0 0.0 0.0  
 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0  
 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0  
 0.0 0.0 0.0156257 0.0 0.0 0.0 0.0 0.0  
 0.0 0.00781286 0.0 0.0 0.0 0.0 0.0 0.0  
 0.0390643 0.0156257 0.0468771 … 0.0 0.0 0.0 0.0 0.0  
 0.0156257 0.0859414 0.0859414 0.0234386 0.0 0.0 0.0 0.0  
  
[:, :, 3] =  
 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0  
 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0  
 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0  
 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0  
 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0  
 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0  
 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0  
 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0  
 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0  
 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0  
 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0  
 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0  
  
;;; …   
  
[:, :, 16069] =  
 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0  
 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0  
 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0  
 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0  
 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0  
 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0  
 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0  
 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0  
 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0  
 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0  
 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0  
 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0  
  
[:, :, 16070] =  
 0.0234386 0.351563 0.132819 … 0.0 0.0 0.0  
 0.0 0.0468771 0.0156257 0.0 0.0 0.0  
 0.0 0.0 0.367189 0.0 0.0 0.0  
 0.0 0.0 0.0859414 0.0 0.0 0.0  
 0.0 0.0 0.0 0.328125 0.0 0.0  
 0.0 0.0 0.0 … 0.898433 0.171868 0.0  
 0.0 0.0 0.0156257 0.0859414 0.874994 0.00781286  
 0.0 0.0234386 0.0312514 0.00781286 0.0859414 0.406253  
 0.00781286 0.0 0.0 0.0390643 0.0 0.218745  
 0.0156257 0.0234386 0.0234386 0.00781286 0.00781286 0.132819  
 0.0 0.0156257 0.0 … 0.0312514 0.0 0.0156257  
 0.0312514 0.00781286 0.0 0.0234386 0.140631 0.23437  
  
[:, :, 16071] =  
 0.0 0.0 0.0 … 0.0 0.0 0.0 0.0  
 0.0 0.0 0.0 0.0 0.0 0.0 0.0  
 0.0 0.0 0.0 0.0156257 0.0 0.0 0.0  
 0.0 0.0 0.0 0.335938 0.0156257 0.0 0.0  
 0.0 0.0 0.0 0.742191 0.132819 0.0 0.0  
 0.0 0.0 0.0 … 0.750004 0.54687 0.0 0.0  
 0.0 0.0 0.0 0.898433 0.882807 0.10938 0.0  
 0.0 0.0 0.0 1.0 0.929684 0.101567 0.0  
 0.0 0.0 0.0 0.0 0.156257 0.0 0.0  
 0.0312514 0.17968 0.0703157 0.0 0.0312514 0.0 0.0  
 0.0468771 0.0234386 0.0859414 … 0.226558 0.0781286 0.0 0.0  
 0.0156257 0.0234386 0.0625029 0.0 0.101567 0.0 0.0

# 4. Plot heatmap for a single day

In this section, I wanted to get a general idea of the correlation between these variables and precipitation, so I picked a random day and plotted a heat map for each variable separately. I found temperature and geopotential to be very consistent, but they don’t seem to have much to do with precipitation. However, cloud cover seems to have some relationship with rainfall, which makes sense because generally speaking, the more clouds in the sky, the greater the likelihood of rain.

# 5. Split the data

This downscaling model was trained on the training set and validated on the testing set. I splited the training set and the testing set based on the timeline. The data from last five years was catagoried into testing set while the rest of the data served as training set.

12×12×1826 Array{Union{Missing, Float64}, 3}:  
[:, :, 1] =  
 0.0 0.0 0.0 … 0.0 0.0 0.0 0.0 0.0 0.0 0.0  
 0.0 0.101567 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0  
 0.00781286 0.00781286 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0  
 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0  
 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0  
 0.0 0.0 0.0 … 0.0 0.0 0.0 0.0 0.0 0.0 0.0  
 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0  
 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0  
 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0  
 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0  
 0.0 0.0 0.0 … 0.0 0.0 0.0 0.0 0.0 0.0 0.0  
 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0  
  
[:, :, 2] =  
 0.0 0.0 0.0 … 0.0 0.0 0.0 0.0 0.0 0.0  
 0.0859414 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0  
 0.0390643 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0  
 0.0156257 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0  
 0.0 0.16407 0.0 0.0 0.0 0.0 0.0 0.0 0.0  
 0.0156257 0.359376 0.0234386 … 0.0 0.0 0.0 0.0 0.0 0.0  
 0.0234386 0.898433 0.304686 0.0 0.0 0.0 0.0 0.0 0.0  
 0.148444 0.10938 0.257809 0.0 0.0 0.0 0.0 0.0 0.0  
 0.0859414 0.0 0.171868 0.0 0.0 0.0 0.0 0.0 0.0  
 0.0312514 0.0 0.0156257 0.0 0.0 0.0 0.0 0.0 0.0  
 0.0 0.0312514 0.0 … 0.0 0.0 0.0 0.0 0.0 0.0  
 0.0 0.00781286 0.0 0.0 0.0 0.0 0.0 0.0 0.0  
  
[:, :, 3] =  
 0.0 0.0 0.0 0.0 … 0.0 0.0 0.0  
 0.0 0.0 0.0 0.0 0.0 0.0 0.0  
 0.0 0.0 0.0 0.0 0.0 0.0 0.0  
 0.0 0.0 0.0 0.0 0.0 0.0 0.0  
 0.0 0.0 0.0 0.0 0.0 0.0 0.0  
 0.0 0.0 0.0 0.0 … 0.0312514 0.0 0.0  
 0.0 0.0 0.0 0.0 0.671875 0.0 0.0  
 0.0 0.0 0.0 0.0 0.859369 0.367189 0.0  
 0.0156257 0.0 0.0 0.0 0.82032 0.562495 0.94531  
 0.00781286 0.0 0.00781286 0.00781286 0.82032 0.83593 0.953123  
 0.0 0.0 0.0625029 0.00781286 … 0.757817 0.789068 0.960936  
 0.0 0.0 0.187493 0.0156257 0.328125 0.882807 0.976561  
  
;;; …   
  
[:, :, 1824] =  
 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0  
 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0  
 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0  
 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0  
 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0  
 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0  
 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0  
 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0  
 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0  
 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0  
 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0  
 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0  
  
[:, :, 1825] =  
 0.0234386 0.351563 0.132819 … 0.0 0.0 0.0  
 0.0 0.0468771 0.0156257 0.0 0.0 0.0  
 0.0 0.0 0.367189 0.0 0.0 0.0  
 0.0 0.0 0.0859414 0.0 0.0 0.0  
 0.0 0.0 0.0 0.328125 0.0 0.0  
 0.0 0.0 0.0 … 0.898433 0.171868 0.0  
 0.0 0.0 0.0156257 0.0859414 0.874994 0.00781286  
 0.0 0.0234386 0.0312514 0.00781286 0.0859414 0.406253  
 0.00781286 0.0 0.0 0.0390643 0.0 0.218745  
 0.0156257 0.0234386 0.0234386 0.00781286 0.00781286 0.132819  
 0.0 0.0156257 0.0 … 0.0312514 0.0 0.0156257  
 0.0312514 0.00781286 0.0 0.0234386 0.140631 0.23437  
  
[:, :, 1826] =  
 0.0 0.0 0.0 … 0.0 0.0 0.0 0.0  
 0.0 0.0 0.0 0.0 0.0 0.0 0.0  
 0.0 0.0 0.0 0.0156257 0.0 0.0 0.0  
 0.0 0.0 0.0 0.335938 0.0156257 0.0 0.0  
 0.0 0.0 0.0 0.742191 0.132819 0.0 0.0  
 0.0 0.0 0.0 … 0.750004 0.54687 0.0 0.0  
 0.0 0.0 0.0 0.898433 0.882807 0.10938 0.0  
 0.0 0.0 0.0 1.0 0.929684 0.101567 0.0  
 0.0 0.0 0.0 0.0 0.156257 0.0 0.0  
 0.0312514 0.17968 0.0703157 0.0 0.0312514 0.0 0.0  
 0.0468771 0.0234386 0.0859414 … 0.226558 0.0781286 0.0 0.0  
 0.0156257 0.0234386 0.0625029 0.0 0.101567 0.0 0.0

# 6. Preprocess

The purpose of preprocessing the data is to obtain variance data and reshape these variance data arrays into matrix for the next step.

144×1826 Matrix{Float64}:  
 -0.0469915 -0.0469915 -0.0469915 … -0.0235529 -0.0469915  
 -0.05044 0.0355015 -0.05044 -0.05044 -0.05044  
 -0.0326624 -0.00141094 -0.0404752 -0.0404752 -0.0404752  
 -0.0308869 -0.0152612 -0.0308869 -0.0308869 -0.0308869  
 -0.0207038 -0.0207038 -0.0207038 -0.0207038 -0.0207038  
 -0.0195914 -0.00396564 -0.0195914 … -0.0195914 -0.0195914  
 -0.0150989 0.00833966 -0.0150989 -0.0150989 -0.0150989  
 -0.0170242 0.13142 -0.0170242 -0.0170242 -0.0170242  
 -0.0177944 0.068147 -0.00216868 -0.00998154 -0.0177944  
 -0.0175763 0.0136752 -0.00976341 -0.00195055 0.0136752  
 -0.0200107 -0.0200107 -0.0200107 … -0.0200107 0.0268665  
 -0.0219488 -0.0219488 -0.0219488 0.00930265 -0.00632307  
 -0.0423533 -0.0423533 -0.0423533 0.30921 -0.0423533  
 ⋮ ⋱ ⋮  
 -0.0412408 -0.0412408 -0.0412408 -0.0412408 -0.0412408  
 -0.0367954 -0.0367954 -0.0367954 -0.0367954 -0.0367954  
 -0.0294876 -0.0294876 -0.0294876 -0.0294876 -0.0294876  
 -0.0319819 -0.0319819 -0.0319819 … -0.0319819 -0.0319819  
 -0.0385409 -0.0385409 -0.0385409 -0.0385409 -0.0385409  
 -0.0424727 -0.0424727 -0.0424727 -0.0424727 -0.0424727  
 -0.0444878 -0.0444878 -0.0444878 -0.036675 -0.0444878  
 -0.0434226 -0.0434226 -0.0434226 0.362831 -0.0434226  
 -0.0490959 -0.0490959 0.896214 … 0.169649 -0.0490959  
 -0.0518041 -0.0518041 0.901319 0.0810145 -0.0518041  
 -0.0565018 -0.0565018 0.904434 -0.0408761 -0.0565018  
 -0.0662226 -0.0662226 0.910339 0.168148 -0.0662226

# 7. Principal components analysis

PCA was employed in this model to reduce the dimensionality of the input data while preserving essential information. This method is beneficial for capturing dominant patterns in the variables. The number of principal components selected was determined through analysis of the explained variance. Here I plotted the explained variance and cumulative explained variance for all three variables. From these plots we can see that for the temperature and geopotential data we can get most of the information by choosing only two principal components, but for the cloud cover data, two principal components are not enough.

We can also plot the projection of these PCs on the latitude and longitude axes.

For this part, I plotted the time series of the first two PCs. The results are consistent with my speculation above. Based on these graphs, I hypothesize that PC 1 varies seasonally, while PC 2 and PC 3 are more closely related to daily variations. In addition, the PCs of temperature and geopotential data have very similar patterns which means they are closely related.

These are scatter plots of rainfall for each variables. We have assumed that rainy days have precipitation values above the 98th percentile.

# 8. K nearest neighbors

Here we created a function of the KNN algorithm. The KNN algorithm was trained on the PCA-transformed data, associating each point with its high-resolution precipitation value. K is the hyperparameter of the algorithm, which we set to a number before running the function. We use Euclidean distance as the distance metric. We select the K data points that are closest to the point we want to predict, and the data point with the smallest distance has the highest weight.

knn (generic function with 1 method)

And then we combine PCA and KNN together

predict\_knn (generic function with 1 method)

# 9. Prediction results

Now we can feed the data into the model we just built and plot heat maps of the predicted results and the actual rainfall data. What I have done here is to randomly select three days from the test set and compare the rainfall predictions with the actual rainfall data. I found that the rainfall predictions based on temperature and potential data were not as good as expected. However, the predictions based on cloud cover were sometimes closer to the actual rainfall.

# 10. Conclusion

In summary, the differences in model performance based on different input variables highlight the complexity of precipitation patterns. The rainfall prediction based on cloud cover fraction offers a promising avenue for future research and model refinement. There are other potential variables related to rainfall, such as specific humidity, so it may be helpful if we can incorporate more variables. In addition, we could use other models such as random forests and generalized linear regression models which might provide a better prediction.