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1. 绪论
   1. 研究背景与意义

核磁共振（Magnetic Resonance Image, MRI）、正电子发射断层扫描（Positron Tomography, PET）、X射线影像（X-ray Image）、计算机断层扫描（Computed Tomography, CT）、超声成像、病例图像等医学影像已广泛应用于临床检查、诊断、轻重程度分级与治疗等临床场景中。医学影像技术[[[1]](#endnote-1)]还在不断发展中，MRI、PET等高质量的医学图像能够为医生提供更加充分且细微的病症信息，帮助医生更加快速准确地做出判断，极大降低误诊效率，已成为医生不可或缺的辅助诊断信息[[[2]](#endnote-2)]。肿瘤是指机体在各种致癌因子作用下，局部组织细胞增生所形成的新生物，肿瘤特别是恶性肿瘤是现代社会中严重危害人体健康，威胁生命的重大疾病之一，目前针对肿瘤的主要有效筛查手段即为通过影像学检查。

以深度学习为代表的人工智能技术在各种计算机视觉任务中取得了巨大的成功，例如图像识别[[[3]](#endnote-3),[[4]](#endnote-4),[[5]](#endnote-5)]、语义分割[[[6]](#endnote-6),[[7]](#endnote-7)]和目标检测[[[8]](#endnote-8),[[9]](#endnote-9)]。随着该技术的快速发展，也使得神经网络等人工智能方法对海量医学影像数据进行分析成为趋势，同时也成为横跨计算机领域和医学领域的研究热点[[[10]](#endnote-10)]。图像分割是计算机视觉任务中的基本问题之一，是指将一幅图像划分为若干个互不交迭区域的集合[[[11]](#endnote-11)]，其目的在于分离目标和背景、准确定位目标等。

医学影像分割是医学影像应用的基础，是医学诊断分析、患者的生存预测和术后指导的重要组成部分。一般而言，医学图像存在异质、类别不平衡、注释稀疏等问题，因此，对于肿瘤的医学影像分割是一项极具挑战性的工作。近年来，基于深度学习的分割方法很好地提升了医学影像分割的性能。

然而，基于深度学习的肿瘤影像分割仍然面临诸多挑战。第一，由于疾病本身存在的多样性和复杂性，导致基于医学影像特征的病灶分割十分困难，因为深度学习通常以数据驱动的形式学习数据各层次间的抽象特征，通常在趋同性数据间的效果更好；第二，高质量的医学影像样本少，在医学图像中获得注解良好的分割标签，既需要放射科医生的高水平专业知识，也需要对物体掩模或表面边界进行仔细的手工标记，不同医生对于同一数据的标记也可能有差异。为解决上述问题，有必要对基于深度学习的肿瘤影像分割技术展开更深入的分析与研究，进一步对同该领域的创新与发展。

* 1. 国内外研究现状
     1. 基于多模态的影像分割研究现状
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* + 1. 基于多视角的影像分割研究现状

CNN模型现已广泛应用于三维医学图像分析。基于医学影像放射学在临床中的应用，有学者提出了多平面表示方法，其中来自冠状面（coronal view）、矢状面（sagittal view）和轴向面（axial view & horiziontal view）的图像被视为二维输入的三个通道，例如Pim Moeskops等人在[[[12]](#endnote-12)]中对脑部MRI和乳房MRI所做的三个方向特征的堆叠以及Adhish Prasoon等人在[[[13]](#endnote-13)]中对膝盖MRI所做的三平面网络的融合。这在经验上是有效的，但该方法的缺点是三个通道在空间上没有对齐。另一种常见方法是基于多切片的方法，将三幅多切片图像视为二维输入中的多通道，例如Nicholas Bien等人在[[[14]](#endnote-14)]中利用MRNet对同一膝关节图像的连续切片作为不同的通道以产生结果。此外，也有一些使用多平面和多切片的研究，一个突出的例子是Mathias Perslev等人在[[[15]](#endnote-15)]对同一图像从不同的方向进行重采样以训练网络并最终生成融合模型，他们在2018年医学图像分割十项全能赛（MSD）中取得了第6名的成绩。[[[16]](#endnote-16)]
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