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**Description:**

**Task:**  Generate short stories of particular style basing on images.
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**Drawback:**

grammatical error correction;

vapidity of sentence

**Innovation**：

* Generate a paragraph basing on images instead of a single sentence
* Add style translation to the image caption model
* Use Grammatical Error Correction to improve the grammatical performance of the results

**Learning system:**

* Use RNN Encoder–Decoder to train a visual-semantic embedding between COCO images and captions. After training, we can embed new images and retrieve captions.
* Use RNN decoder on Shakespeare's Sonnets. Each passage from the dataset is mapped to a word embedding. The RNN then conditions on the word embedding and aims to generate the passage that it has encoded.
* Bridge the gap between retrieved image captions and passages in novels. Suppose we have 3 vectors: an image caption x, a "caption style" vector c and a "book style" vector b. Then we define F as F(x) = x - c + b, which intuitively means: keep the "thought" of the caption, but replace the image caption style with that of a story. Then, we simply feed F(x) to the decoder.

**Datasets**：

MS COCO, Shakespeare's Sonnets <http://www.gutenberg.org/cache/epub/1041/pg1041.txt>

**To-do lists**:

* Nov 10 - Nov 17: Paper searching, reading, building proper code environment
* Nov 18 - Nov 24: Building up codebase and get down to datasets
* Nov 25 - Nov 30: Implement ideas
* Dec 01 - Dec 07: Fine tune the model
* Dec 08 - Dec 15: paper writing, presentation preparation