**Para:**

Insertar nombre de su diputado, representante, senador, diputado, etc. Insertar dirección oficial

**De:**

Su nombre Su dirección

Sobre la necesidad de una acción regulatoria inmediata y tratados para frenar el desarrollo de la inteligencia artificial general (AGI, por sus siglas en inglés)

Estimado/a [insertar forma oficial de trato y nombre/dirección de su diputado, representante, senador, diputado, etc.],

Mi nombre es [su nombre] y vivo en [ciudad/localidad].

Recientemente, me he alarmado por los riesgos de la inteligencia artificial (IA), los profundos efectos que tendrá en la sociedad y la falta de debate público (y mucho menos debate informado) sobre este tema.

Existen muchos riesgos inmediatos de los sistemas de IA ya existentes, como Chat-GPT o Midjourney, como la desinformación o la implementación inadecuada en diversas empresas. En un futuro no tan lejano, se necesitarán ciertas redes de seguridad (como una política de ingreso básico universal) en caso de desempleo masivo debido a la sustitución de empleos por robots y sistemas de IA.

**Pero lo que más preocupa es la rapidez con la que estamos avanzando hacia la AGI (inteligencia artificial general)** - sistemas que tendrán habilidades cognitivas iguales o superiores a las humanas. La diferencia entre una AGI y un ser humano es que una AGI tarda unos minutos en copiarse y propagarse como un incendio forestal. La AGI pensará a la velocidad de un ordenador y no estará sujeta a la aplicación de ninguna ley humana. Podrá dominar nuestro entorno y a nosotros como especie.

Se han producido muchos avances en el camino hacia la AGI en los últimos meses. Hay gigantescos experimentos realizados por empresas como Google y Microsoft que hasta ahora han dado frutos en la creación de sistemas verdaderamente inteligentes. Además, OpenAI y otros laboratorios de investigación detrás de gran parte del progreso tienen como objetivo explícito el desarrollo de la AGI.

Sus recientes éxitos han desencadenado una ola de inversión en capacidades de IA, especialmente en los Estados Unidos. Si bien las empresas hacen afirmaciones sobre la seguridad, la "alineación", etc., muchas de esas afirmaciones no están de acuerdo con las opiniones de los investigadores sobre el tema de la alineación de la IA. Las empresas generalmente toman decisiones unilateralmente, sin el consentimiento del público a través de medios democráticos.

La avalancha de dinero desatada en la industria de la IA en los últimos meses les comprará a los lobbies y defensores públicos. **Por lo tanto, es crucial que nuestros representantes electos tomen ahora el asunto en sus propias manos en interés del público.**

Hay muchos debates sobre este tema en Twitter. Espero que lea el artículo de Eliezer Yudkowsky titulado **"Pausing AI Developments Isn't Enough. We Need to Shut it All Down".** Incluso si uno no está de acuerdo con el Sr. Yudkowsky, el enfoque sensato sería detener el desarrollo y la escalabilidad de nuevas capacidades de IA para permitir tiempo para el debate público y la comprensión general de los riesgos.

La mayoría de las personas en nuestro país no entienden lo que AGI significaría para ellos personalmente y para el mundo en general. No han reflexionado al respecto, no lo han leído en las noticias, y no tienen el conocimiento técnico para evaluar el progreso en esta dirección o los posibles escenarios.

También es preocupante la admisión de los creadores de dicha tecnología. OpenAI admite que no tiene una manera infalible de alinear un modelo que sea significativamente más inteligente que nosotros. **Microsoft admite no entender lo que está sucediendo dentro de GPT-4.**

La determinación equivocada de los laboratorios de IA, la inundación de dinero y la falta de regulación trabajan incansablemente para acelerar la tasa de avance técnico hacia AGI. Nuestro gobierno necesita actuar extremadamente rápido para trabajar en tratados que frenen los experimentos gigantes de IA. El Sr. Yudkowsky propone un tratado de este tipo: **detener el entrenamiento de modelos grandes en todo el mundo hasta que podamos lograr con confianza la alineación de los objetivos y valores de la IA con los nuestros.**

Hay muchos grupos en todo el mundo que están apareciendo ahora y promueven políticas sensatas para este fin. Por ejemplo, la Campaña de Seguridad de IA escribió sus recomendaciones. El Instituto Futuro de la Vida tiene su propio documento.

Los humanos nunca han vivido con "mentes digitales" mil veces más rápidas y agudas que nosotros. No podemos permitir que pequeños grupos de personas decidan el destino de la humanidad.

Atentamente,

Tu nombre