STAT 206 Homework 4

**Due Monday, November 6, 5:00 PM**

***General instructions for homework***: Homework must be completed as an R Markdown file. Be sure to include your name in the file. Give the commands to answer each question in its own code block, which will also produce plots that will be automatically embedded in the output file. Each answer must be supported by written statements as well as any code used. (Examining your various objects in the "Environment" section of RStudio is insufficient -- you must use scripted commands.)

# Part I - Optimization and standard errors

1. Using any optimization code you like, maximize the likelihood of the gamma distribution on the catsâ hearts. Start the optimization at the estimate you get from the method of moments. (a) What command do you use to maximize the log-likelihood? Explain its arguments. (b) What is the estimate? (c) What is the log-likelihood there? The gradient?

#Method of moments (Gamma dist)  
#Our estimates are for shape and scale and are based off the cats$Hwt actual data  
#(a)optim() by default will minimize the targets. To get the maximum we simply return  
#the negative  
#(b)the estimate is 20.297 for shape, and 0.524 for scale  
#(c)the log liklihood is 19887.99 and the gradient is 55  
#Note I needed to surpress warning because I was getting negative standard deviations  
  
library(MASS)  
data("cats", package="MASS")  
  
gamma\_est = function(data) {  
 avg = mean(data)  
 vari = var(data)  
 scale = vari / avg  
 shape = avg / scale  
 return(c(shape = shape, scale = scale))  
   
   
}  
  
g\_logl <- function(input) {  
 answer= suppressWarnings(sum(dgamma(cats$Hwt, shape = input[1], scale = input[2], log = TRUE)))  
 return(-answer)  
}  
  
theta0 = gamma\_est(cats$Hwt)  
optim(theta0, g\_logl)

## $par  
## shape scale   
## 20.297367 0.523736   
##   
## $value  
## [1] 325.5476  
##   
## $counts  
## function gradient   
## 55 NA   
##   
## $convergence  
## [1] 0  
##   
## $message  
## NULL

sum(dgamma(cats$Hwt, shape = 20.297, scale = .0524, log = TRUE))\*-1

## [1] 19887.99

We need standard errors for the estimated parameters. If we believe the model is accurate, we can get standard errors by simulating from the fitted model, and re-estimating on the simulation output.

1. Write a function, make.gamma.loglike, which takes in a data vector x and returns a log-likelihood function.

make.gamma.loglike <- function(x) {  
 g\_logl <- function(input) {  
 return(sum(dgamma(x, shape = input[1], scale = input[2], log = TRUE)))  
 }  
 return(g\_logl)   
}  
  
make.gamma.loglike(cats$Hwt)

## function(input) {  
## \t\treturn(sum(dgamma(x, shape = input[1], scale = input[2], log = TRUE)))  
## \t}  
## <environment: 0x00000000150d0d28>

1. Write a function, gamma.mle, which takes in a data vector x, and returns a shape and a scale parameter, estimated by maximizing the log-likelihood of the gamma distribution. It should use your make.gamma.loglike function from the previous part. Check that if x is cats$Hwt, then gamma.mle matches the answer in problem 1.

#This function calls on the last function but also uses optim to get our desired values  
#we can put the answers we want in a vector  
  
gamma.mle = function(x) {  
 answer = optim(theta0, g\_logl)  
 return(c(answer$par[1], answer$par[2]))  
   
}  
  
gamma.mle(cats$Hwt)

## shape scale   
## 20.297367 0.523736

1. Modify the code from homework 4 to use your gamma.mle function, rather than the method-of-moments estimator. In addition to giving the modified code, explain in words what you had to change, and why.

#in homework 4 we used method of moments to get estimates for shape and scale followed by  
#generating a random gamma with 10000 means with inputs from MOM  
#instead we can just call gamma.mle and pass it into the rgamma.  
#essentially instead of just pluggin in the values we want from MOM we call our function to get the mle estimates  
  
rand\_gam = rgamma(seq(1:10000), shape = gamma.mle(cats$HWt)[1], scale = gamma.mle(cats$Hwt)[2])

1. What standard errors do you get from running simulations?

#the code for standard error was pulled from HW #4  
#again when calling for the est.se we call on our gamma.mle function to pass in  
#the mle estimations for shape and scale  
#the results are similar to before  
  
row\_1 = c()  
row\_2 = c()  
  
gamma.est.sim= function(shape, scale, n, B) {  
 raw\_data = rgamma(seq(1,B,1), shape = shape, scale = scale)  
 for(mean in raw\_data) {  
 value\_1 = mean / scale  
 row\_1 = c(row\_1, value\_1)  
 value\_2 = mean / shape  
 row\_2 = c(row\_2, value\_2)  
 }  
   
 return(rbind(row\_1,row\_2))  
   
}  
  
gamma.est.se = function(shape, scale, n, B) {  
 shape\_error = sd(gamma.est.sim(shape, scale, n, B)[1,])  
 scale\_error = sd(gamma.est.sim(shape, scale, n, B)[2,])  
 return(c(shape\_error, scale\_error))  
}  
  
gamma.est.se(shape = gamma.mle(cats$HWt)[1], scale = gamma.mle(cats$Hwt)[2],100,10000)

## [1] 4.4777994 0.1154804

1. An alternative to using simulation is to use the jack-knife. Calculate jack-knife standard errors for the MLE of the gamma distribution. Your code should be able to work with an arbitrary data vector, not just cats$Hwt, and you will want to use functions from problems 1 and 2.

remove\_one = function (x) {  
 for(i in 1:length(x))  
 avg = mean(x[-i])  
 return(avg)  
   
   
}  
  
jackknifed.means = c()  
remove\_one = function (data) {  
 for(i in 1:length(data))  
 jackknifed.means[i] <<- mean(data[-i])  
   
}  
  
remove\_one(cats$Hwt)

g\_mle\_jack = function(x) {  
 n = length(x)  
 jack\_est\_shape = c()  
 jack\_est\_scale = c()  
 jack\_est = matrix(0, n, ncol=2)  
 for (i in 1:n) {  
 moms = gamma\_est(x[-i])  
 logl = make.gamma.loglike(x[-i])   
 jack\_est[i,] = gamma.mle(x)  
   
 }  
 jack\_vari <- ((n-1)^2/n)\*apply(jack\_est, 2, var)  
 jack\_se <- sqrt(jack\_vari)  
 return(jack\_est)  
}  
  
#g\_mle\_jack(jackknifed.means)

1. What are the jackknife standard errors for the MLE? (If you do not have two, one for the shape and one for the scale parameters, something is wrong.)

#I'm getting 0 0 for the standard errors because when I iterate through the length of the list each   
#shape and scale are the same  
#this is odd because in the means I have different values  
#I have a bug in my code that I can't comprehend

1. Do your jackknife standard errors for the MLE match those you got in problem 5? Should they?

#I'm going to answer this question not based on my data above because intuitively I know they  
#should be close to one another, but they should not be the same  
#and I dont think that my jackknife values are correct  
#i've just worked on this same bug for so long I need to move on

# Part II - Newton's method

Consider the density on , where is a parameter between and . The following i.i.d. data arise from this density: 3.91, 4.85, 2.28, 4.06, 3.70, 4.04, 5.46, 3.53, 2.28, 1.96, 2.53, 3.88, 2.22, 3.47, 4.82, 2.46, 2.99, 2.54, 0.52, 2.50. We wish to estimate .

1. Graph the log-likelihood function between and .

#I tried making the sequence from -pi to pi but it wouldn't work unless i first named pi which is  
#my first line of code here  
#note: I am using the outer function here to create a pseudo vector from -pi to pi so that we can  
#graph this function using apply  
#if i didn't do this the plot would only yield a single number  
#I tried something like " answer <- log((1-cos(x-[-pi:pi]))/(2\*pi)) " but failed"  
  
  
pi = 22/7  
  
logl <- function (theta,x) {  
 x <- outer(x, theta, "-")  
 answer <- log((1-cos(x))/(2\*pi))  
 apply(answer, 2, sum)  
}  
  
x=c(3.91,4.85,2.28,4.06,3.70,4.04,5.46,3.53,2.28,1.96,2.53,3.88,2.22,3.47,4.82,2.46,2.99,2.54,0.52,2.50)  
  
theta=seq(-pi,pi, by=0.01)   
  
plot(theta, logl(theta,x), pch=16)
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1. Find the method of moments estimator of .

#Here we need to find the first 2 moments and we can use the above function "logl" to help  
  
avg = mean(logl(theta,x))  
avg

## [1] -50.67678

sd = sd(logl(theta,x))  
sd

## [1] 15.44586

1. Find the MLE for using Newton's method, using the result from 10 as a starting value. What solutions do you find when you start at -2.7 and 2.7?

#I took a try and trying to code newtons method but could not get it to work in the end  
  
newton <- function (func, step\_size = .5, itmax = 100){  
 i <- 1  
 tries = c()  
 att = 10 #initial guess  
 tries = c(tries, att) #vector of all tried guesses  
 while(i < itmax){ #ensures it doesn't run forever  
 att = optim(gamma\_est(logl), logl)$counts[1] #extract gradient from optim  
 if (abs(att-tries[i]) < step\_size) break #if step size gets tiny, then stop  
 i = i + 1 #count  
 tries[i] <- att #next try is new attempt  
 }  
 tries[seq(i)]  
}  
  
#newton(logl(theta,x)) #calling my broken function with logl to try and find where theta converges

1. Repeat problem 11 using 200 equally spaced starting values between and . The partition the interval into sets of attraction. That is, divide the starting values into separate groups corresponding to the different local modes. Discuss your results.

#my newton function does not work but i can write a little code to break the logl into 200 pieces  
  
pi = 22/7  
  
logl <- function (theta,x) {  
 x <- outer(x, theta, "-")  
 answer <- log((1-cos(x))/(2\*pi))  
 apply(answer, 2, sum)  
}  
  
x=c(3.91,4.85,2.28,4.06,3.70,4.04,5.46,3.53,2.28,1.96,2.53,3.88,2.22,3.47,4.82,2.46,2.99,2.54,0.52,2.50)  
  
theta=seq(-pi, pi, length.out = 200)   
  
plot(theta, logl(theta,x), pch=16)

![](data:image/png;base64,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)

#newton(logl(theta,x))

1. Find two starting values as close together as you can that converge to different solution using Newton's method.

#I wasn't able to complete the code to make the newton algorithm run so I'm stuck here