MATLAB Companion Script for *Machine Learning* ex7 (Optional)

**Introduction**

Coursera's*Machine Learning* was designed to provide you with a greater understanding of machine learning algorithms- what they are, how they work, and where to apply them. You are also shown techniques to improve their performance and to address common issues. As is mentioned in the course, there are many tools available that allow you to use machine learning algorithms *without* having to implement them yourself. This Live Script was created by MathWorks to help *Machine Learning* students explore the data analysis and machine learning tools available in MATLAB.

**FAQ**

**Who is this intended for?**

* This script is intended for students using MATLAB Online who have completed ex7 and want to learn more about the corresponding machine learning tools in MATLAB.

**How do I use this script?**

* In the sections that follow, read the information provided about the data analysis and machine learning tools in MATLAB, then run the code in each section and examine the results. You may also be presented with instructions for using a MATLAB machine learning app. This script should be located in the ex7 folder which should be set as your Current Folder in MATLAB Online.

**Can I use the tools in this companion script to complete the programming exercises?**

* No. Most algorithm steps implemented in the programming exercises are handled automatically by MATLAB machine learning functions. Additionally, the results will be similar, but not identical, to those in the programming exercises due to differences in implementation, parameter settings, and randomization.

**Where can I obtain help with this script or report issues?**

* As this script is not part of the original course materials, please direct any questions, comments, or issues to the *MATLAB Help* discussion forum.

K-Means Clustering and Dimensionality Reduction Using PCA

In this Live Script, we use functions and apps from the [Statistics and Machine Learning Toolbox](https://www.mathworks.com/products/statistics.html) to perform [cluster analysis](https://www.mathworks.com/discovery/cluster-analysis.html) and [PCA for data compression and visualization](https://www.mathworks.com/help/stats/principal-component-analysis-pca.html).

**Files needed for this script**

* ex7data1.mat - Example Dataset for PCA
* ex7data2.mat - Example Dataset for K-means
* ex7faces.mat - Faces Dataset
* bird\_small.png - Example Image
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K-means clustering

In this section we group data using the kmeans function. We then visualize the and evaluate the resulting clusters.

**Load the data**

Run the code below to load the example dataset in ex7data2.mat which contains a matrix, X, of two-dimensional data points.

clear;

load ex7data2.mat;

**Cluster using kmeans**

The [kmeans](https://www.mathworks.com/help/stats/kmeans.html) function automatically performs all steps of the clustering algorithm you implemented in ex7, including random initialization. Note that additional options such as the maximum number of iterations or the preferred distance metric can be set by providing additional inputs. Run the code below to cluster the data into 3 groups. Note that kmeans returns two outputs: a vector containing the assigned centroid for each data point, idx, and a matrix of centroid locations, C. We also print the algorithm progress at each step by setting the Display option to iter.

[idx,C] = kmeans(X,3,'Display','iter');

**Visualize the clusters using gscatter**

Run the code in this section to plot the data points using the [gscatter](https://www.mathworks.com/help/stats/gscatter.html) function, which provides a convenient way to visualize data by group or category.

gscatter(X(:,1),X(:,2),idx,'','','','off'); hold on;

plot(C(:,1),C(:,2),'kx','MarkerSize',10,'MarkerEdgeColor','k','LineWidth',3);

legend(["Cluster "+(1:3),'Centroids']); hold off;

**Run k-means using multiple random initializations**

If you were to rerun the previous sections multiple times, you may occasionally encounter clustering result where one of the three fairly distinct clusters are split by two centroids. In that case, the algorithm converged to a local minimum value of the cost metric. Because of this possibility, it is often advisable to repeat the algorithm multiple times using different initial centroids, which we can accomplish using the 'Replicates' option. The code below will run k-means using 5 different random initializations. Note that only the centroid locations and indices corresponding to the lowest cost are returned as the output.

[idx,~] = kmeans(X,3,'Display','iter','Replicates',5);

**Analyze the groups using grpstats**

When a dataset contains categorical labels, or if the data has been clustered into groups as above, it is common to compute statistics for each variable to help determine the differences and similarities between groups. Below we use the [grpstats](https://www.mathworks.com/help/stats/grpstats.html) function to compute summary statistics for each variable in the dataset by cluster. The grpstats function will output the individual results for each statistic requested. However, as we are requesting several statistics, it's easier to view them if they are organized as a table (which is the default output of grpstats for table inputs). Run the code below to compute and display a table of summary statistics on the clustered data. The first two columns in the table contain the group number and the number of elements in each group. The remaining columns contain the summary stats - one for each statistic and variable - by group.

tblstats = grpstats(array2table([X,idx],'VariableNames',{'X1','X2','Group'}),'Group',{'mean','median','std','min','max'})

**Determine the optimal number of clusters using silhouette plots**

As discussed in the course, it can be difficult to determine the 'best' number of centroids to use when clustering data. A visual inspection of the current data set would lead most people to choose 3 centroids, but this method may prove difficult or impossible for higher dimensional data or larger numbers of groups. One way to help choose the appropriate number of clusters is to create a *silhouette plot*. The 'silhouette' of a data point is a measure of how close that point is to other points in neighboring clusters. This measure ranges from -1 to 1 where:

* Values close to +1 imply the point is very distant from neighboring clusters.
* Values close to 0 imply the point is not distinctly in its assigned cluster or another one.
* Values close to -1 imply the point has most likely been misclassified and belongs to a different cluster.

In general, 'weaker' clusters can be identified as having a larger proportion of points possessing small or even negative silhouette values. The mean silhouette value over all data points can therefore be used to compare the performance of different clustering models. Run the code below to cluster the data using two different numbers of centroids and create a silhouette plot for each using the [silhouette](https://www.mathworks.com/help/stats/silhouette.html) function, then examine the resulting plots.

idx = kmeans(X,3,'Replicates',5);

[s4,~] = silhouette(X,idx);

title(sprintf('Mean silhouette value for 3 centroids: %g',mean(s4)))

idx = kmeans(X,4,'Replicates',5);

[s3,~] = silhouette(X,idx);

title(sprintf('Mean silhouette value for 4 centroids: %g',mean(s3)))

As expected, the 3-centroid model appears to perform better than the 4-centroid model based on its larger mean silhouette value. Also note the presence of the two weaker clusters in the 4-silhouette model where a larger proportion of their data points have relatively low silhouette values.

**Evaluate the number of clusters using evalclusters**

The silhouette criterion is just one method of evaluating the performance of a clustering model. The [evalclusters](https://www.mathworks.com/help/stats/evalclusters.html) function allows one to quickly obtain the optimal number of clusters based on a particular criterion- see the documentation for the list of available criteria and their descriptions. Run the code below to call evalclusters using the 'silhouette' criterion over the range of centroid values ![](data:image/png;base64,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) (provided using the 'Klist' option) and compare the result with the previous section. Note that evalclusters returns an object containing the optimal number of clusters in the OptimalK property.

clsteval = evalclusters(X,'kmeans','silhouette','Klist',2:6)

fprintf('The optimal number of clusters found for this dataset is %d.',clsteval.OptimalK);

Image Compression with *K*-means

Recall that in ex7 you used k-means to cluster the pixel color values of an example image into 16 seperate clusters. You then compressed the image by replacing the RGB pixels with the closest centroid color. This only required 4 bits per pixel to map to one of the 16 centroids, resulting in significant storage savings over the original set of 3, 8-bit RGB values per pixel. In this section, we will repeat this analysis using functions from the Statistics and Machine Learning Toolbox.

**Load, format, and visualize the image data**

Run the code below to load and format the image into a double array for use with kmeans. A 3D scatter plot will be generated using scatter3 to visualize the color data. Use the Zoom, Pan, and Rotate figure controls to explore the color content of the image. To view the data in a particular color plane (e.g. red-blue), hover the cursor over the image and click the 'Rotate' icon when it appears. Then right-click the plot and select the desired axis view using the 'Go to' view options.

clear;

A = imread('bird\_small.png'); % A is a 128x128x3 uint8 image array

X = double(reshape(A(:),length(A(:))/3,3)); % X is a (128\*128)x3 double matrix

scatter3(X(:,1),X(:,2),X(:,3),12,X/255,'filled');

xlabel('Red'); ylabel('Green'); zlabel('Blue')

**Compress the image data using kmeans**

Choose a k value using the control below to cluster the color data into k colors and compress the image. The original and compressed images will be displayed along with the compression ratio. The grouped data is also plotted generated for comparison with the figure in the previous section. You may want to launch the figure into a separate window and maximize the figure for closer inspection (hover the cursor over the figure and click the 'arrow' control when it appears).

k = 32;

replicates = 10;

[idx,C] = kmeans(X,k,'Replicates',replicates,'MaxIter',200);

% Map the pixels to the centroids and convert to uint8

Xcomp = C(idx,:);

Acomp = uint8(reshape(Xcomp,size(A)));

% Original and compressed scatter plots

subplot(2,2,1)

scatter3(X(:,1),X(:,2),X(:,3),12,X/255);

title(sprintf('Original: %d colors',length(unique(X,'rows'))));

xlabel('Red'); ylabel('Green');zlabel('Blue')

subplot(2,2,3);

scatter3(X(:,1),X(:,2),X(:,3),12,Xcomp/255);

xlabel('Red'); ylabel('Green');zlabel('Blue');

title(sprintf('Compressed: %d colors.', k));

% Original and compressed images

subplot(2,2,2);

imshow(A);

title('Original');

axis square

subplot(2,2,4);

imshow(uint8(Acomp))

title(sprintf('Compressed size: %0.2g%% of original',100\*log2(k)/24))

axis square

Principal Component Analysis

In ex7 you used principal component analysis to compress data, remove duplicate information, and increase the efficiency of machine learning algorithms. In this section you will use the MATLAB [pca](https://www.mathworks.com/help/stats/pca.html) function from the Statistics and Machine Learning Toolbox to obtain the principal components of the sample dataset used in ex7.

**Load the example 2D dataset and rename the ex7 pca function**

Run the code below to load the example data matrix X. **Since the pca function from ex7 shares the same name as the MATLAB version, the code below will also rename your pca function to pca\_ex7.** Make sure to run the code at the end of this section to undo this change before trying to use ex7 or submit the exercise again.

clear;

movefile pca.m pca\_ex7.m;

load('ex7data1.mat');

**Use pca to obtain principle components**

The pca function takes a matrix as input and returns a matrix as output. The columns of the output matrix contain the principal components sorted in order of decreasing variance. The pca function automatically centers the data about the mean before computing the principal components. Additional information from the analysis can be obtained by requesting additional outputs, including the row scores (the data coordinates in the principal component space), column means, and the principal component variances and variance percentages- see the documentation for details. Run the code below to compute the principal components of X. You should see that the two components account for about 87% and 13% of the variance of the data in X, respectively.

[coeff,scr,~,~,varpct,mu] = pca(X)

**Visualize the data in the principal component space**

The code below uses the [biplot](https://www.mathworks.com/help/stats/biplot.html) function to visualize the data *in the principle component space* using the coefficient and score outputs from pca.

figure;

biplot(coeff,'Scores',scr)

It's clear from the plot that the data values vary the most along the first principal component (x-axis)

**Visualize the principal components and reconstruct the data in the original space**

The score output contains the coefficients of the original data when projected onto the principal components, so there is no need to write an additional function to project the data as in ex7. Run the code in this section to plot the data points and principal components in the original space. The 'reconstructed' data is also plotted using the projection onto the first principle component.

% Plot the data

figure; hold on;

scatter(X(:,1),X(:,2));

% Plot the mean location

plot(mu(1),mu(2),'kx','MarkerSize',12,'LineWidth',3);

% Plot the principal component directions

m = coeff(2,:)./coeff(1,:);

plot([min(X(:,1)),max(X(:,1))],[m(1)\*(min(X(:,1))-mu(1))+mu(2),m(1)\*(max(X(:,1))-mu(1))+mu(2)],'r--')

plot([min(X(:,1)),max(X(:,1))],[m(2)\*(min(X(:,1))-mu(1))+mu(2),m(2)\*(max(X(:,1))-mu(1))+mu(2)],'g--')

% Plot the reconstructed data

Xrec = scr(:,1)\*coeff(:,1)'+mu;

plot(Xrec(:,1),Xrec(:,2),'b.','MarkerSize',12)

legend({'Data','$\mu$','PC 1','PC 2','Projected Data'},'Location','northwest','Interpreter','latex')

axis tight; axis equal; hold off;

Use PCA to Compress Facial Image Data

In the last part of ex7 you ran PCA on face images to compress the data values by projecting onto a subset of principal components. In the next two sections we reproduce those results using the pca function.

**Load the face image data and calculate the principal components**

Run the code below to load the matrix X of 5000 32x32 grayscale images used in ex7. (Recall that the face images have been 'unwound' into 1024-element row vectors and stacked into X.) The pca function is then used to obtain the principal components, scores, variance percentages, and column means of X.

clear;

load('ex7faces.mat');

[coeff,scr,~,~,varpct,mu] = pca(X);

**Select the number of principal components using a variance cutoff**

In this section we implement a method below for choosing the minimum number of principal components, k, which account for the chosen variance percentage, v, in the data. Run the code below to calculate the required number of components needed to account for the variance and plot a random image alongside its compressed counterpart. Use the control to increase or decrease the percentage of variance that is accounted for by the projected data.

% Find k and project onto first k components

v = 95;

if v == 100

k = 1024;

else

k = find(cumsum(varpct)>v,1);

end

Xcomp = scr(:,1:k)\*coeff(:,1:k)'+mu;

% Plot images side by side

figure;

colormap(gray);

idx = randi(5000);

subplot(1,2,1);

imagesc(reshape(X(idx,:),32,32));

xlabel(sprintf('Original image #%d',idx));

axis square

subplot(1,2,2);

imagesc(reshape(Xcomp(idx,:),32,32));

xlabel(sprintf('Reconstructed using %d\n principal components',k));

title(sprintf('Variance cutoff: %d%%',v))

axis square

Use PCA with the Regression and Classification Learner Apps

As discussed in the lectures, PCA can help improve the performance of machine learning algorithms by reducing data redundancy prior to training. In the following sections we provide instructions for using PCA with the Regression or Classification Learner Apps.

**Generate training data**

The code below uses a subset of 20% of the bird image data loaded in the previous section. Artificial class labels are then generated using a hypersphere as a decision surface with some noise near the boundary added in for a more realistic (less well-separated) example. The features and labels are then combined in the matrix data and a 3D scatterplot is generated to help visualize the labeled data.

clear;

A = imread('bird\_small.png'); % A is a 128x128x3 uint8 image array

X = double(reshape(A(:),length(A(:))/3,3)); % X is a (128\*128)x3 double matrix

m = length(X);

tind = rand(m,1) < 0.2;

Xtrain = X(tind,:);

yt = (sum(Xtrain.^2,2)<1e5 + 1e4\*randn(length(Xtrain),1));

data = [Xtrain,yt];

figure;

scatter3(Xtrain(:,1),Xtrain(:,2),Xtrain(:,3),10,[yt,0\*yt,~yt]);

To train, export, and utilize an SVM classifier model using PCA on the example data, follow the steps in the next few sections.

**Note:** If you have difficulty reading the instructions below while the app is open in MATLAB Online, export this script to a pdf file which you can then use to display the instructions in a separate browser tab or window. To export this script, click on the 'Save' button in the 'Live Editor' tab above, then select 'Export to PDF'.

**Open the Classification Learner App and select the data**

1. In the **MATLAB Apps tab**, select the **Classification Learner** app from the Machine Learning section.
2. Select '**New Session -> From Workspace**' to start a new interactive session.
3. Under '**Data Set** **Variable'**, select '**data**' (if not already selected).
4. Under '**Response**' select '**column\_4**' (if not already selected).
5. Under '**Predictors**' select the remaining columns (if not already selected).
6. Under '**Validation**' select '**No Validation**'.
7. Click the '**Start Session**' button.

**Select the model and PCA options and train the classifier**

1. Expand the model list and select '**Quadratic SVM**' from the '**Support Vector Machines**' list.
2. Click on the '**PCA**' button to open the **Advanced PCA Options**' menu.
3. Check the '**Enable PCA**' box.
4. Expand the '**Component reduction criterion**' drop-down list and select '**Specify number of components**'.
5. Change the '**Number of numeric components**' to**2**.
6. Close the '**Advanced PCA options**' menu.
7. Click the '**Train**' button.

**Export and extract the model and PCA coefficients**

1. Select '**Export Model' -> 'Export Model**'.
2. Select the default output variable name ('trainedModel') and click '**OK**'.
3. Close the app.
4. Run the code below to extract the classificationSVM model and the PCA information.

quadSVMmdl = trainedModel.ClassificationSVM

coeff = trainedModel.PCACoefficients

mu = trainedModel.PCACenters

When PCA is used before training the model in the Regression and Classification Learner Apps, the principal components and variable means are included in the PCACoefficients and PCACenters properties of the trainedModel variable. Note that only the principal components used in training are returned.

**Predict labels using the model variable and the PCA coefficients**

Depending on how you are going to use the trained model, you may work either projected data values or the original data values. In this section we work with projected data, while in the next section we work with the original data, i.e. without projecting data onto the components before predicting. Since the classificationSVM model was trained on the projected data, you must projectnew data, such as a test set, onto the principal components before using the predict function, as the original data will contain more features then the model was trained on.

Run the code below to project the remaining pixel data (not used for training) onto the first two principal components and predict classes using the predict function. The resulting data points and their predicted classes are then plotted using the original and projected coordinates for comparison.

% Center and project the original data onto the principal components

Xtest = (X(~tind,:)-mu)\*coeff;

% Classify the projected data

ytest = predict(quadSVMmdl,Xtest);

% Plot the results in the original coordinates

figure;

scatter3(X(~tind,1),X(~tind,2),X(~tind,3),10,[ytest,0\*ytest,~ytest]);

title('Original coordinates');

% Plot the results in the principal coordinates

figure;

gscatter(Xtest(:,1),Xtest(:,2),ytest,'br','o',10,'off')

title('Principal component coordinates');

axis square

**Predict class labels without projecting using predictFcn**

If after training *you do not want to work with in the principal component space*, you can predict class labels using feature data in the original coordinate space [by using the predictFcn function](https://www.mathworks.com/help/stats/export-classification-model-for-use-with-new-data.html). This function takes feature data from the original space as input and returns a vector of class labels as output- the projection into the component space is handled automatically before prediction. The predictFcn is included as a property of all trainedModel variables exported from the Regression or Classification Learner Apps. Run the code below to predict the labels using the held-out data values and recreate the 'original coordinates' scatter plot from the previous section.

% Use predictFcn

Xtest = X(~tind,:);

ytest = trainedModel.predictFcn(Xtest);

% Plot the results

figure;

scatter3(Xtest(:,1),Xtest(:,2),Xtest(:,3),10,[ytest,0\*ytest,~ytest]);

title('Original coordinates')

Re-rename your pca function

Run the code below to change the name of your pca function back to 'pca.m' from 'pca\_ex7.m' if you plan to work on or resubmit ex7 in the future.

movefile pca\_ex7.m pca.m