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**ABSTRACT**

Ціль проекту полягає в створенні веб сторінки, на якій користувач зможе порівняти налаштування свого аналогового годинника зі світовим часом шляхом завантаження фотографії свого годинника на сайт. Основною проблемою для вирішення є зчитування точної години і хвилини з фотографії. Проблему зчитування розбито на дві частини. Перша частина полягає в отриманні спрощеного малюнка з оригінального зображення, на якому виділено область циферблата, годинна та хвилинна стрілка. Автори вирішують це завдання використовуючи OpenCV – бібліотеку в Python для обробки зображень. У другій частині згорткова нейронна мережа перетворює спрощену схему годинника на чисельні значення. Було перевірено різні топології моделі, яка навчалася і тестувалася на наборі даних з 50 тисяч картинок. У статті описується процес навчання моделі, та аналізуються різні спроби покращити точність моделі. Учням вдалося досягти точності зчитування часу у 86% випадках, з допустимою похибкою в три хвилини.
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# Introduction

Проблема дослідження полягає в процесі обробки зображень та в побудові ефективної згорткової нейронної мережі для розпізнавання часу на аналоговому годиннику. Також розкриваються приховані труднощі при створенні веб-сайту.

Дослідження має на меті продемонструвати роботу команди над проектом з науково технічної сторони. Також ціль дослідження полягає в тому, щоб висвітлити читачеві проблематику та запропонувати можливі рішення і продемонструвати ефективні методи і підходи для оптимізації ефективності навчання моделі.

Розпізнавання зображень за допомогою CNN має величезну значущість у таких сферах як: Медична діагностика, автономні автомобілі, безпека та відеоспостереження, якість зображень. Усе це підкреслює важливість вирішення проблеми розпізнавання зображень за допомогою згорткових нейронних мереж у сучасному світі. У світі наукової спільноти це дослідження є корисним для тих, хто тільки починає знайомитися з основами комп’ютерного зору.

# LITERATURE REVIEW

Попередні дослідження в області розпізнавання зображень вказують на високу ефективність застосування CNN в різних сферах.

У своїй роботі учні опиралися на університетський підручник, відеоролики в YouTube та онлайн форуми, майже не використовуючи академічні джерела. Авторам не вдалося у повній мірі реалізувати стабільно працюючий сайт. Напрямки подальших досліджень можуть включати аналіз альтернативних архітектур CNN, як наприклад ResNet, Inception та DenseNet. Також додаткового дослідження потребує процес перетворення реальної фотографії у спрощену за допомогою OpenCV.

Хоч дослідження учнів має обмежений обсяг і нереалізовані функції, воно все ж відкриває шлях для подальших досліджень в області розпізнавання зображень за допомогою CNN.

# Загальна структура проєкту

За початковою задумкою, весь обсяг роботи в нашому проекті було поділено на три частини: Написання програми для спрощення реальної фотографії, навчання згорткової нейронної мережі на датасеті зі спрощеними зображеннями та реалізація цих двох програм на веб-сайті з легким для використання користувацьким інтерфейсом. Готовим продуктом нашої роботи, мав стати сайт, який дозволить користувачу завантажити зображення свого годинника, обрати часовий пояс, який його цікавить, і отримати на виході різницю між точним світовим часом і часом на його годиннику. Такий сайт є корисним для колекціонерів годинників, яким потрібно постійно налаштовувати свої годинники і крім цього міняти налаштування пружинок, щоб змінити швидкість стрілок.

Отже перед тим, як користувач отримає вказівки щодо налаштування, його фотографія повинна пройти через програму по спрощенню, потім ця спрощена схема передається до навченої моделі, яка в свою чергу дасть на виході час у числових значеннях, і тільки після цього процесу користувачу виведеться різниця у часі між його годинником і актуальним часом. В ідеалі веб-сайт повинен працювати на сервері, але в рамці нашого дослідження ми використовуємо тільки локальний сервер.

# Виділення ознак за допомогою OpenCV

# Навчання моделі

У цій частині проекту за мету було поставлено створити і навчити модель для класифікації часу. Для цього у розпорядженні студентів був набір даних із онлайн платформи Kaggle. Цей датасет складався із 50 тисяч картинок розміром 300 на 300 пікселів і відповідних міток для кожної картинки, які включали в собі годину від 0 до 12 та хвилину від 0 до 59. Створювати модель було вирішено у python з використанням бібліотеки pytorch. Перед тим як використовувати зображення з датасету, їх потрібно було попередньо обробити, щоб зменшити розмір вступного простору. Тому кожна фотографія пройшла перетворення з розміру 300 на 300 у розмір 100 на 100. Крім цього із трьох колірних каналів було отримано один канал, який відображав зображення у градації сірого кольору, що зменшило вступний простір ще в три рази. Всі ці оброблені зображення було поділено на навчальний, валідаційний і тестувальні датасети, при цьому із цих трьох датасетів в подальшому було сформовано даталоудери з розміром бетчу в 32 зображення, що запобігає перевантаженню памяті пристрою. Були також написані цикли для тренування і тестування моделі.

Наступним кроком став підбір гіперпараметрів і різних архітектур моделі. Автори протестували різні варіації гіперпараметрів та топологій, для прикладу було проведено багато тестів над архітектурою з 60 вихідними нейронами для класів хвилин та 12 нейронами для годин відповідно. Зрештою автори зупинилися на топології, яка на виході мала 13 нейронів, з них 12 це класи для годин, і 1 нейрон виступав як значення хвилини від 0 до 60. Тобто було застосовано класифікацію для години і регресію для хвилини.

Після низки тестів розробники зупинилися на топології, яка складалася з чотирьох згорткових шарів, і функції dropout після яких ідуть дві паралельні повністю з’єднані лінійні мережі для класифікації години і регресії хвилини, кожна з цих мереж має по два приховані шари. Ефективне навчання також забезпечували оптимізатор Adam, та складена функція помилки. ![](data:image/png;base64,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)

Як видно на малюнку(1), функція втрат складається з суми функцій помилок години і хвилини, які перед цим ще множаться на свої ваги, що дозволяє регулювати значущість тієї чи іншої помилки. Значення помилки hourLoss рахується за крос-ентропійною функцією, а значення minuteLoss в свою чергу рахується як середня квадратична помилки. Шляхом чисельних тестів було визначено, що найраща точність моделі досягається при відношенні ваг 20 : 1, де 20 значення ваги для години.

Навчену модель було збережено у .pth форматі і в подальшому використано у функції для передбачення. При всіх цих конфігураціях вдалося досягти наступних результатів: точність в 0.7323 при допустимому відхиленні хвилинної стрілки в 2 хвилини, 0.8638 при відхиленні в 3 хвилини і 0.9293 відхиленні в 5 хвилин.

**4. CONCLUSION**

The other first headings can be Research Methodology, Discussions, etc. Make sure that you end your paper with a Conclusion or Summary or Recommendations section.
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