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**一、选题背景、目的及意义**

随着计算机和通信技术的迅速发展，计算机应用渗入到了人类社会生活的方方面面。大量极具研究和应用价值的数据被生产出来并被存储到计算机系统中，而文本数据正是其中的关键数据之一。文本分类能够根据人们的需求，将海量的文本信息初步划分成不同类别的文本信息，以便于进一步的文本处理，最终精确获取所需的文本信息。文本分类被广泛应用于许多领域，包括情感分析，主题标记，文本索引，垃圾邮件检测和信息检索管理等等。

本课题将对比讨论现有的无示例文本分类方法的优缺点和适用范围，并对无示例文本分类方法提出相关改进，以适应和应用于某些具体文本领域。

无示例文本分类方法避免了有监督和半监督学习对训练数据的严格要求和训练过拟合的问题，拓宽了文本分类的使用范围，增强了文本分类的可行性，对当前没有大量优质的文本数据进行训练的语言文本具有重大意义。

**二、研究状况综述**

文本分类技术是信息检索和文本挖掘的重要基础，其主要任务是在预先给定的类别标记(label)集合下，根据文本内容判定它的类别。20世纪90年代以前，文本分类主要依赖于贝叶斯公式，知识工程和专家系统。在此之后，基于机器学习的文本分类方法逐渐成熟起来，更注重分类器的模型自动挖掘和生成及动态优化能力，在分类效果和灵活性上都比之前基于知识工程和专家系统的文本分类模式有所突破。但是由于近年来移动互联网的爆炸式发展，在互联网中分布传播的海量电子化文本逐渐呈现出种类多样、分布偏斜、关系复杂、更新频繁及标注困难等非结构化特征。为解决有监督和半监督的机器学习文本分类方法遭遇的可扩展性差、语料缺乏及精度降低等问题，产生了无示例文本分类方法[[1]](#endnote-0)。

表示文本片段语义的最简单方法是将其视为单词空间中的向量，也叫做词袋（BOW）表示。但是这种表示只使用文本中的单词，无法表达文本的衍生含义。为了获得更有意义的文本片段的语义解释，Gabrilovich和Markovitch引入了显式语义分析（ESA），并使用维基百科作为其世界知识的来源[[2]](#endnote-1)。Chang等出了一种无示例分类模型，使用维基百科作为世界知识来源，并证明单独的标签名称通常足以诱导分类器[[3]](#endnote-2)。Song和Roth提出的无示例层次文本分类方法由语义相似性步骤和自举步骤这两个步骤组成，并且自举无示例分类与具有数千个标记示例的监督分类相比具有竞争力[[4]](#endnote-3)。Ha-Thuc和Renders提出了基于LDA的无监督方法（OHLDA）[[5]](#endnote-4)。之后，Chen和Xia等提出了描述性LDA（DescLDA）模型，该模型仅使用类别描述词和未标记文档执行无示例文本分类（DLTC），不使用显式语义分析（ESA），不需要大规模精细编译的语义知识库作为外部知识来源[[6]](#endnote-5)。Potthast; Sorg and Cimiano等提出了ESA的推广，跨语言显性语义分析（CLESA）。Song和Upadhyay等提出基于CLESA的跨语言无示例分类，将多种外语语言文档和英语标签嵌入到共享语义空间中[[7]](#endnote-6)。Li和Zheng等提出了类别嵌入模型和分层类别嵌入模型这两个模型来同时学习大规模知识库中的实体和类别在语义空间中的表示[[8]](#endnote-7)。Li和Yang等开发了基于伪标签的无示例朴素贝叶斯（PL-DNB），采用期望最大化（EM）算法以半监督方式训练PL-DNB，以高度可接受的置信度迭代地更新伪标签。实验结果表明，PL-DNB优于使用种子词的现有无示例算法，尤其在不平衡数据集上表现良好[[9]](#endnote-8)。

**三、主要研究内容**

1、无示例文本分类的形成过程及意义；

2、对现有无示例文本分类方法进行简单介绍与比较；

3、提出一种在某方面加以改进的性质更好的无示例文本分类方法；

4、将改进后的无示例文本分类方法应用于某些具体文本领域并评价其分类效果。

**四、可行性、难点及创新点**

1、互联网电子文本呈现出种类多样、分布偏斜、关系复杂以及更新频繁等非结构化特征，在处理上比较困难；

2、需要将待分类文本与标签的语义充分精确地表示成可被计算的数据；

3、创新点在于摒弃训练的过程，构建文本语义的数字化表示与计算。

**五、预期成果及形式**

1、实现一个改进的无示例文本分类系统。

2、完成相应的研究论文。
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