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# 毕业设计（论文）选题的内容

毕业设计（论文）题目为“面向微服务调用的无侵入式全链路跟踪系统的设计与实现”。本课题主要研究实现面向微服务调用的无侵入式全链路跟踪系统，帮助分析系统整体调用链，快速定位性能瓶颈和业务问题；该系统支持RPC、数据库、缓存、异步消息通信，并且对业务代码无侵入，根据不同的采集需求可设置全采集、采样采集等方式；采集结果支持多样化输出，主要包括文件日志、共享内存、消息队列。最终将以可视化界面展示全链路跟踪结果，提供按照traceId字段等查询具体的某一次调用的调用链结果，输出每一次调用的具体耗时，调用关系等数据。

# 研究方案

## 2.1.本选题的主要任务

本选题的主要任务是设计实现一套公用工具，可以用于跟踪并记录微服务系统架构运行时各服务之间的调用流程，并且对业务代码无侵入式，能够在保证已在运行的系统稳定的情况下实现跟踪系统的部署。这样能够减小跟踪系统部署的人力、资源成本，但提高了系统的设计难度。跟踪系统将采集各微服务间的调用关系以及一些附加信息，这样在复现调用流程，定位问题关键会起到很大帮助。采集的信息应当能够有一个可视化界面，有利于问题的分析。因此任务项还应包括一个前端系统的设计。

## 2.2.技术方案的分析、选择

微服务架构的各模块之间调用有多种方式，比如RPC、HTTP等，因此掌握调用的协议是一项必不可少的任务。同时各服务之间采用的语言架构可能不尽相同，使跟踪系统能够拥有较大的覆盖率需要考虑全面。

### 2.2.1 项目背景

如今互联网产品迭代更新十分迅速，以往的单一应用程序的开发模式在快速的变更的需求之下逐渐显得臃肿，效率低下。在这样的大环境下出现了一种模块化的开发方式，即微服务架构开发方式。它将应用分成几个功能独立的模块，能够各自开发管理，甚至能用不同的语言编写。他们相互之间合作，共同服务一个或多个请求。这种松耦合的设计非常方便迭代开发和二次部署。然而在简易了开发流程的同时，它也面临着一些新的问题。非本地调用的特性使得它本能上就更容易受到外部的影响，因此追踪各模块的性能是不可或缺的，在对问题的追踪并解决上会使系统运行的更加稳定。目前较成熟的有ZeroC IceGrid、Spring Cloud、基于消息队列与Docker Swarm四种微服务架构方案。

### 2.2.2研究理念

本课题主要强调适用性，因此研究学习的过程需要紧贴行业领域现状。了解全链路跟踪相关应用领域背景知识，了解国内外行业规则、规范和技术发展趋势，理解其对环境以及社会可持续发展的影响，理解相关行业的政策和法律法规。

在老师、前辈的指导下自学相关的技术知识，阅读国内外优秀的文献以及观看有价值的引导视频，了解实现项目的原理，并在这个过程中不断尝试动手搭建项目、测试以达到成功的目的。

### 2.2.3技术路线

首先阅读谷歌发布的一篇名为《Dapper, a Large-Scale Distributed Systems Tracing Infrastructure》的论文，这篇论文讲述了谷歌公司在面临大规模分布式系统跟踪问题时采用的策略。目前各公司的跟踪系统的设计理念多取与此，在这篇论文的基础上衍生出了许多版本的跟踪系统，如twitter的zipkin、naver的pinpoint、以及阿里的鹰眼系统等。其中twitter将zipkin系统开源，可以作为本选题的学习资料之一。

通过阅读上述的论文还有众多的项目引导文件，了解微服务跟踪系统的设计结构和基础技术方案。论文提出系统的设计是能够达到应用层透明的，它采用的方法是开发出一组包含能广泛应用的线程，控制流和RPC库，通过使用这些库可以将一个项目标准化，也就是能够采集调用信息。跟踪系统的一个重要目标是能广泛的采集信息，我们需要开发出适合尽可能多的语言和框架能够使用的库，zipkin还有一些社区提供了部分已实现的库。这一部分的学习可以分为三步，首先尝试在本地使用这些工具库，了解他们的部署和使用方法。然后阅读理解它们的原理和设计方法，之后再尝试创新构建自己的工具库，覆盖到远程过程调用、数据库调用、缓存、异步消息通信。

为了降低跟踪系统造成的负载，调用消息不能掺入太多跟踪所需的数据，对调用的侵入仅加入traceid标志，用于将采集的数据串联起来，恢复整个调用链。而其他相关信息如事件时间、类型等，保存在本地。为了保证信息的统一，分布的采集系统需要一个共同的策略来上传数据，使得程序员查询时会显示一次完整的调用链。上传采用unix的socket通信上报收集到的日志。为了降低跟踪系统的负载，同样需要对采集信息的频率加以限制，这里在库开发的过程加入一个采样频率限制的机制，可以调节采样的程度。

采样收集中心主机运行一个后台进程，与分布式系统的各主机进行通信，将采样的结果放入数据库中，由于产生的数据量较大，需要对数据库进行索引优化，根据性能表现选择合适的数据库类型。由于laravel框架模块间耦合度低，适合快速开发，用它开发出一个方便程序员查询的图形界面。

### 2.2.4初步方案

1. 前提知识：微服务框架常用的调用协议，RPC协议具体内容。了解追踪系统所需要跟踪的信息。
2. 确定采集的信息的数据结构，一个信息单元是一个span，它拥有一个traceId，spanId, parentId 三个基本信息。TraceId在request中传播，利用一个traceId能够恢复一个完整的调用链。初次之外还包含start和end两个timestamp来确定一个处理占用的时间，以及一些其他的信息。
3. 编写工具库文件，拦截收到的请求，并生成一个span记录。对于顺序调用的方式可以简单记录时长，对于异步通信采用构造回调函数放到一个线程或其他执行顺序中并将trace的上下文放入其中，当返回来临时，调用回调函数会将这次的调用记录下来。收集完信息后统计一定的记录使用socket通信上报给collector插入数据库中。
4. collector收集进程在后台运行，它收到每个主机发送来的数据，并且插入数据库中。其中可以用traceId和spanId，parentSpanId来回现一个调用链。
5. 使用PHP编写的laravel web框架编写一个供程序员查询的页面。

## 2.3. 实施技术方案所需的条件

* 1. 操作系统：linux/Ubuntu 16.04、windows 10
  2. 开发环境：VMware虚拟机、PhpStorm、Visual Studio 2015 community
  3. 开发语言：C/C++、php

## 2.4. 存在的主要问题和技术关键

* 1. 异步通信的跟踪

对于同步通信原进程会阻塞直到消息的到来，这样我们按照执行顺序记录下各事件的时间即可，但有时调用是异步的，如何保证异步通信的情况下也能很好的记录是个问题。

* 1. 消息的同步

本地的采集者如果在采集完信息的下一步就将数据发送给collector，将会增加网络负担。并且如果恰好此时处于调用流程下游的进程还没完成记录，而程序员却查看调用链，那么系统就会显示出一个不完整的调用链，控制信息传递的同步是个需要解决的问题。

* 1. 工具库的编写

跟踪系统要求对原系统无侵入式跟踪，并且需要支持多语言多框架，所以具有一定的设计难度。

* 1. 查询直观度

一次调用链可能包含多次不同层级的调用，如何设计一个交互方式能够让程序员直观的看出一次调用的流程。

## 2.5. 预期能够达到的研究目标

能够熟悉掌握微服务系统跟踪系统的设计理念和流行方式。实现一个能应用到多语言多框架的分布式跟踪系统，方便程序员查看每次调用链详情并定位系统瓶颈。

# 课题计划进度表

* + 1. 学习并掌握软件构件技术基础理论。（第1周-第2周）
    2. 研究谷歌的链路跟踪方案Dapper及推特开源的zipkin的具体实现，确定全链路跟踪中的数据采集需求，定义数据结构（第3周-第4周）
    3. 学习Unix网络编程相关技术，研究实现无侵入式日志采集上报（第5周-第12周）
    4. 开发图形界面用于查询调用链路信息（第13周-第14周）
    5. 完成毕业论文，提交软件及相关文档。（第14周-第15周）
    6. 完成本科生毕业设计（论文）外文翻译；（第1周-第15周）
    7. 完成本科生毕业设计（论文）答辩；（第1周-第15周）
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