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**摘要**

聚类算法对空间数据库中的类别识别任务很有吸引力。 然而，对大型空间数据库的应用对聚类算法提出了以下要求：确定输入参数的领域知识需求最少，在大数据库中发现具有任意形状的聚类和高效率。 众所周知的聚类算法不能解决这些要求的组合问题。 在本文中，我们提出了一种新的聚类算法DBSCAN，它依赖于基于密度的聚类概念，旨在覆盖任意形状的聚类。 DBSCAN只需要一个输入参数，并支持用户为其确定适当的值。 我们使用合成数据和SEQUOIA 2000基准实测数据对DBSCAN的有效性和效率进行了实验评估。 我们的实验结果表明：（1）DBSCAN在发现任意形状的聚类方面比众所周知的算法CLAR A NS有效得多，并且（2）DBSCAN在CLARANS方面的表现优于超过100的CLARANS效率。

**关**键词：聚类算法，簇的任意形状，大型空间数据库效率，处理Nlj4-275oise。

1. **介绍**

许多应用需要管理空间数据，即与空间有关的数据。 空间数据库系统（SDBS）（1994年国际会议）是用于管理空间数据的数据库系统。 从卫星图像，X射线晶体学或其他自动设备获得越来越多的数据。 因此，在空间数据库中，自动化知识领域发现变得越来越重要。

文献中已经定义了数据库中知识发现的几项任务（KDD）（Matheus，Chan＆Pi atetsky-Shapiro 1993）。 本文考虑的任务是类标识，即将数据库的对象分组为有意义的子类。 在地球观测数据库中，例如，我们可能想要发现沿着某条河流的房屋类别。

聚类算法对于类别识别的任务很有吸引力。 但是，对大型空间数据库的应用对聚类算法提出了以下要求：

（I）由于适当的价值观，领域知识的最低要求决定了输入参数

在处理大型数据库时通常不会事先知道。

1. 发现具有任意形状的聚类，因为空间数据库中聚类的形状可能是球形，拉出，线形，细长等。
2. 大型数据库的效率很高，即数据库数量远远超过几千个。

众所周知的聚类算法没有解决这些要求的组合。 在本文中，我们提出了新的聚类算法DBSCAN。 它只需要一个输入参数，并支持用户为其确定合适的值。 它发现了阿比的形状。 最后，即使对于大型spa数据库，DBSCAN也是有效的。 本文的其余部分安排如下 。 我们在第2节讨论聚类算法，根据上述要求对它们进行评估。 在第3节中，我们介绍了基于数据库中密度概念的集群概念。 第4节介绍了在空间数据库中发现这些簇的算法DBSCAN。 在第5节中，我们使用SEQUOIA 2000基准的合成数据和数据对DBSCAN的有效性和效率进行了实验评估。 第6节总结了未来研究的总结和一些方向。

1. **聚类算法**

有两种基本类型的聚类算法（Kaufman＆Rousseeuw 1990）：分区和分层算法。 分区算法将n个对象的数据库D划分为一组k个集群。 k是这些算法的输入参数，即某些领域知识是必需的，遗憾的是许多应用不可用。 分区算法通常从D的初始分区开始，然后使用迭代控制策略来优化目标函数。 每个聚类由聚类的重心（k-means算法）或位于其中心附近的聚类中的一个对象（k-medoid算法）表示。 因此，分区算法使用两步过程。 首先，确定最小化目标函数的k代表。 其次，将每个对象以其代表“对象”标记给所考虑的对象。 第二步意味着一个分区相当于一个voronoi图，每个集群包含在一个voronoi单元中。 因此，所有的形状
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由分区算法发现的聚类是凸的，这是非常严格的。

Ng＆Han（1994）在空间数据库中探索KDD的分区算法。 引入了一种称为CLARANS（基于RANdomized Search的聚类大应用）算法，该算法是一种改进的k-medoid方法。 与以前的k-medoid算法相比，CLARANS更有效，更高效。 实验评估表明，CLARANS能够在数千个对象的数据库上高效运行。 Ng＆Han（1994）也讨论了确定数据库中“簇”的“自然”数目的方法。 他们建议从2到n的每个k运行一次CLARANS。 对于每个发现的聚类，计算silhouette系数（Kaufman＆Rousseeuw 1990），最后选择具有最大silhou ette系数的聚类作为“自然”聚类。 不幸的是，这种方法的运行时间对于大n来说是禁止的，因为它意味着O（n）调用CLARANS。

**C**LARANS假定所有要聚集的对象可以同时在主内存中重新访问，这对于大型数据库不适用。 而且，CLARANS的运行时间对于大型数据库而言是禁止的。 因此，Ester，Kriegel＆Xu（1995）提出了几种聚焦技术，通过将聚类过程聚焦在数据库的相关部分来解决这两个问题。 首先，焦点小到足以成为内存驻留，其次，CLARANS在焦点对象上的运行时间明显小于整个数据库上的运行时间。

*分*层算法创建D的分层分解。分层分解由delldrogram表示，该分层分解树是将D反复分割成更小的子集，直到每个子集仅由一个对象组成的树。 在这样的层次结构中，树的每个节点都代表D的一个簇。树状图可以通过合并或划分聚类来创建，从叶子到根（凝聚方法），或者从根到树叶（分裂方法） ters在每一步。 与分区算法相比，高级存档算法不需要k作为输入。 但是，必须定义一个最终条件，指明合并或分割过程何时应该终止。 集聚方法中终止条件的一个例子是Q的所有集群之间的临界距离Dmin。

到目前为止，层次聚类的主要问题

算法一直是为终止条件推导适当参数的困难，例如Dmin的值足够小以便分离所有“自然”群集，并且同时足够大以至于没有群集被分成两部分。 最近，在信号处理领域，提出了一种高级算法Ejcluster（Garcfa，Fdez-Valdivia，Cortijo＆Molina 1994），自动推导出终止条件。 它的关键思想是，如果您可以通过“足够小”的步骤从第一个点走到第二个点，那么两个点对于同一个簇是长的。 Ejcluster遵循分裂的方法。 它不需要任何领域知识的输入。 此外，实验表明

它在发现非凸集群方面非常有效。 但是，Ejcluster的计算成本是O（n2）

距离计算每对点。 这是可接受的应用程序，如字符识别

n值适中，但是对于大型数据库的应用程序而言是过分的。

Jain（1988）探索了一种基于密度的方法来识别k维点集中的聚类。 数据集被分成许多不重叠的单元格，并构建直方图。 具有相对较高频点计数的单元是潜在的聚类中心，并且聚类之间的边界落在直方图的“谷”中。 该方法具有识别任何形状的簇的能力。 然而，用于存储和搜索多维直方图的空间和运行时间要求可能是巨大的。 即使空间和运行时间要求得到优化，这种方法的性能关键取决于单元的大小。

### 基于密度的集群概念

当查看图1所示的样本点集合时，我们可以轻松而明确地检测到不属于任何这些聚类的点和噪声点集群。
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我们认识这些聚类的主要原因在于，在每个聚类中，我们有一个典型的点密度，这个密度远高于聚类外。 此外，噪音区域内的密度低于任何群集中的密度。

在下文中，我们尝试在一些k维空间S的点D的数据库D中形式化这种直观的“集群”和“噪声”概念。注意，我们的集群概念和算法DBSCAN都适用于二维或三维欧几何空间关于一些高维特征空间。 关键的思想是，对于一个集群的每个点，给定半径的邻居罩必须包含至少最小数量的点，即邻域中的密度必须超过某个阈值。 一个邻域的形状由两个点p和q的距离函数的选择来确定，用dist（p，q）表示。 例如，当在二维空间中使用曼哈顿距离时，相邻罩的形状是矩形的。 请注意，我们的方法适用于任何距离函数，因此可以为某个给定的应用程序选择适当的函数。 为了适当的缩小化，所有示例都将在使用欧几里德距离的二维空间中进行。

**定**义1 :( Eps-邻点）Eps-

*由*NEp5（p）表示的点p的邻域由NE（p）= {q ED I dist（p，q）::; EPS}。

A

天真的方法可能需要群集中的每个点在该点的Eps邻域中至少有最少数量的点（Mi11Pts）。 但是，这个ap-
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proach失败，因为聚类中有两种点，聚类内部的点（核心点）和聚类边界上的点（边界点）。 一般来说，边界点的Eps邻域比核心点的Eps邻域包含的点数少得多。 因此，
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我们必须将最小点数设置为相对较低的值，以包含属于同一群集的所有点。 然而，这个值不会成为各个簇的特征 - 特别是在存在噪声的情况下。 因此，我们要求对于聚类C中的每个点p，在C中存在一个点q，使得p在Eps的Eps邻域内并且NEpsCq）至少包含MinPts点。 这个定义在下面详细说明。

**定**义2 :(直接密度可达）一个点pis直接dellsity可达点q wrt。 Eps，MinPts如果

1. p E NEps（q）和
2. INP / q）I MinPts（核心点条件）。

显然，直接密度可达对于核心点对是对称的。 但是，一般而言，如果涉及一个核心点和一个边界点，则它不是对称的。 如图2所示

不对称情况。 @

**图3：密度可达性和密度连通性定义5 :(集群）设D是点的数据库。 一个**

*集*群C wrt。 Eps和MinPts是D的非空子集

满足以下条件：

* 1. V p，q：如果p EC和q是从p wrt密度可达的。 Eps和MinPts，然后q E C.（极大）

2）V p，qEC：p密度连接到q wrt。 EPS和MinPts。 （连接）

**定**义6：（噪声）令C*1*，...，Ck为数据库D wrt的簇。 参数Epsi和MinPtsi，i = 1，...，k。 然后我们将噪音定义为数据库中的一组点

*D*不属于任何簇C，即噪声= {p ED IV i：p

Ii/; *C;*}.

请注意，群集C wrt。 由于以下原因，Eps和MinPts至少包含MinPts点数。 由于C至少包含一个点p，因此p必须与密度连接

.
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**q**

本身通过某个点o（可能是顶部）。 因此，在

至少o必须满足核心点的条件和结果

**q：c.orc点**
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不过，o的Eps-Neighbour包含至少MinPts点。

以下词条对验证

**图2：核心点和边界点**

**定**义3 :(密度可达）点p是dellSity可以从点qrt到达。 Eps和MinPts，如果有的话

链点p1，...，Pn，p1= q，Pn = p，使得Pi +！ 从Pi直接密度可达

密度可达性是直接密度可达性的规范扩展。 这种关系是可传递的，但它不是对称的。 图3描述了一些样本点的关系，特别是不对称情况。 虽然通常不是对称的，但显然密度可达性对于核心点是对称的。

相同簇C的两个边界点可能密度不可达，因为核心点条件可能不适用于它们两者。 但是，C中必须有一个核心点，C的两个边界点都是密度可达的。 因此，我们引入了覆盖这种边界点关系的密度连通性的概念。

**定**义4：（密度连通的）点p是一个点到点q wrt。 Eps和MinPts如果有一个点，使得p和q都可以从ortrt密度可达。 Eps和MinPts。

密度连通性是一种对称关系。 对于密度可达点，密度连通性的关系也是自反性的（参见图3）。

现在，我可以定义我们基于密度的集群概念。 直观地说，一个聚类被定义为一组密度最大的连接点。 密度适宜性。 噪声将相对于给定的一组集群来定义。 噪声就是D中不属于任何集群的一组点。

我们的聚类算法的正确性。 直观地说，他们陈述如下。 给定参数Eps和MinPts，我们可以用两步法发现一个集群。 首先，从满足核心点条件的数据库中选择一个任意点作为种子。 其次，从获得包含种子的簇的种子中检索所有密度可达的点。

**引**理1：令p是D和INEps（p）I MinPts中的一个点。 然后集合O = {o I o ED并且o从p wrt密度可达。 Eps和MinPts}是一个群集wrt。 Eps和MinPts。

C群并不明显。 Eps和MinPts由其任何核心点独一无二地决定。 但是，C中的每个点都可以从C的任何核心点密度可达，因此，C群恰好包含从C的任意核心点密度可达的点。

**引**理2：设C是一个簇。 Eps和MinPts，并让p为INEps（p）I MinPts中的任意一点。 那么C等于集合O = {o I o是密度可达p wrt。 Eps和MinPts}。

1. **DBSCAN：基于密度的噪声应用空间聚类**

在本节中，我们提出了DBSCAN（基于密度的空间应用噪声空间聚类）算法，该算法旨在根据定义5和6发现空间数据库中的聚类和噪声。理想情况下，我们必须知道适当的参数每个群集的Eps和MinPts以及来自各个群集的至少一个点。 然后，我们可以使用正确的参数检索从给定点密度可达的所有点。 但
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没有简单的方法可以事先为数据库的所有群集获取此信息。 然而，有一个简单而有效的启发式方法（在4.2节中介绍）来确定数据库中“最薄”（即最小稠密）簇的参数Eps和MinPts。 因此，DBSCAN使用Eps和MinPts的全局值，即所有群集的相同值。 “最薄”簇的密度参数是指定不被认为是nmse的最低密度的这些全局参数值的良好候选者。

* 1. **算法**

为了找到一个集群，DBSCAN以任意点p开始，并从p个密钥中获取所有密度可达的点。 Eps和MinPts。 如果p是核心点，则此过程会生成一个聚类。 Eps和MinPts（见引理2）。 如果pis是一个边界点，则不可以从p到密度可达的点，并且DBSCAN访问数据库的下一个点。

由于我们使用Eps和MinPts的全局值，因此如果两个不同密度的聚类彼此“接近”，DBSCAN可能会根据定义5将两个聚类合并为一个聚类。 设两组点S1和S2之间的距离

定义为dist（S1，S2）= min {dist（p，q）Ip E S1，q E S2}，

然后，两组至少具有密度的点

只有当两组之间的距离大于Eps时，最薄的组才会彼此分离。 因此，对于MinPts具有较高值的​​检测集群，可能需要递归调用DBSCAN。 然而，这不是缺点，因为DBSCAN的递归应用产生了一个优雅而高效的基本算法。 此外，只有在易于检测到的情况下，群集的点的递归聚类才是必需的。

下面，我们介绍DBSCAN的基本版本，省略数据类型的详细信息并生成有关群集的附加信息：

DBSCAN（SetOfPoints，Eps，MinPts）

*II* SetOfPoints是UNCLASSIFIED Clusterid：= nextid（NOISE）;

我从1到SetOfPoints.size DO Point：= SetOfPoints.get（i）;

IF Point.Clid = UNCLASSIFIED THEN

IF ExpandCluster（SetOfPoints，Point，Clusterid，Eps，MinPts）THEN

Clusterid .- nextid（Clusterid）END IF

END IF END FOR

结束; II DBSCAN

SetOf Points可以是整个数据库，也可以是上一次运行的Dis覆盖的群集。 Eps和MinPts是手动确定的全局密度参数，或根据第4.2节中的启发式确定的。 函数SetOf Points。 get（i）返回SetOf Points的第i个元素。 最重要的功能

**D**BSCAN使用的是存在的ExpandCluster

**编辑如下：**

ExpandCluster（SetOfPoints，Point，Clid，Eps，

MinPts）：布尔型; 种子：= SetOfPoints.regionQuery（点，EPS）; IF seeds.size <MinPts THEN //没有核心点

SetOfPoint.changeClid（点，NOISE）; 返回False;

其他 //种子中的所有点都是密度 -

//可以从Point SetOfPoints.changeClids（种子，Clid）到达; seeds.delete（点）;

WHILE seeds <> Empty DO currentP：= seeds.first（）;

结果：= SetOfPoints.regionQuery（currentP，

EPS）;

IF result.size>= MinPts THEN FOR i FROM 1 TO result.size DO

resultP：= result.get（i）; IF resultP.Clid

IN {UNCLASSIFIED，NOISE} THEN

IF resultP.Clid = UNCLASSIFIED THEN

seeds.append（resultP）; 万一;

SetOfPoints.changeClid（resultP，CLID）; 万一; II未分类或噪音

END FOR;

万一; //result.size> = MinPts seeds.delete（currentP）;

END WHILE; II种子<>空

返回True; 万一

结束; II ExpandCluster

SetOf Points.regionQue-ry（Point，Eps）的调用将SetOf Points中的Eps-邻域作为点列表返回。 区域查询可以通过空间访问方法有效地支持，如R \* - 树（贝克曼等人，1990），假设这些空间访问方法在SDBS中可用于高效处理几种类型的空间查询（Brinkhoff et al。1994）。 在最坏的情况下，对于一个有n个点的数据库，R \*树的高度为O（log n），具有“小”查询区域的查询只能遍历R \*树中有限数量的路径。 由于Eps邻域与整个数据空间的大小相比预计较小，因此单个区域查询的平均运行时间复杂度为O（log n）。 对于数据库的n个点中的每一个，我们最多只有一个区域查询。 因此，DBSCAN的平均运行时间复杂度是

O（n \* log n）。

已标记为NOISE的点的Id Id（clusterId）可稍后更改，如果它们可从数据库的其他某个点进行密度达到。 这发生在群集的边界点上。 这些点不会添加到种子列表中，因为我们已经知道具有NOISE Clld的点不是核心点。 将这些点添加到种子只会导致额外的区域查询，这将不会产生新的答案。

如果两个簇C1和C2彼此非常接近，则可能发生某点p属于C1和C2两者。 那么p必须是两个簇中的边界点，因为其他明智的C1将等于C2，因为我们使用全局参数 -
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TER值。 在这种情况下，点p将被分配到首先展开的集群。 除了这些罕见的情况外，由于引理2，DBSCAN的结果与访问数据库点的顺序无关。

* 1. **确定参数Eps和MinPts**

在本节中，我们开发了一种简单但有效的启发式方法来确定数据库中“最薄”集群的参数Eps和MinPts。 该启发式基于以下观察。 设d是点p到其第k个最近邻点的距离，则p的d邻域几乎包含所有点p的ex + k + I点。 只有当几个点与p有完全相同的距离d时，p的d-邻域才会包含超过k + 1个点，这相当不可能。 Furthennore指出，在集群中改变k点并不会导致d的巨大变化。 这种情况只有在p叉=第1,3，...的第k个最近邻居大致位于一条直线上时才会发生，这条直线对于一个簇中的一个点通常不是正确的。

对于给定的k，我们定义从数据库D到实数的函数k-dist，将每个点映射到距其第k个最近邻居的距离。 按照k-dist值的降序对数据库中的点进行排序时，该函数的图形给出了关于数据库中密度分布的一些提示。 我们称这个图为排序的k-dist图。 如果我们选择一个任意点p，将参数Eps设置为k-dist（p）并将参数MinPts设置为k，那么具有相等或更小的k-dist值的所有点将成为核心点。 如果我们可以在D的“最薄”簇中找到具有最大k距离值的阈值点，那么我们将具有期望的参数值。 阈值点是排序k-dist图的第一个“谷”中的第一个点（见图4）。 具有较高k-dist值（阈值左边）的所有点被认为是噪声，所有其他点（阈值的右边）被分配给某个群集。

4 - 距离
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* 系统计算并显示数据库的4-dist图。
* 如果用户可以估计噪音的百分比，则输入这个百分比，系统从中得出阈值点的建议。
* 用户接受建议的阈值或选择另一个点作为阈值点。 阈值点的4-dist值用作DBSCAN的Eps值。

### 绩效评估

在本节中，我们评估DBSCAN的性能。 我们将它与CLARANS的性能进行比较，因为这是为KDD设计的第一个也是唯一的聚类算法。 在我们未来的研究中，我们将与经典的基于密度的聚类算法进行比较。 基于R \* -tree的实现，我们已经在C ++中实现了DBSCAN（Beckmann et al。1990）。 所有实验都在HP 735/100工作站上运行。 我们使用了合成样本数据库和SEQUOIA 2000基准数据库。

为了将DBSCAN与CLARANS在效率（准确性）方面进行比较，我们使用了图1中描述的三个合成样本数据库。由于DBSCAN和CLARANS是不同类型的聚类算法，因此它们没有常见的分类精度定量度量。 因此，我们通过目测来评估两种算法的准确性。 在样品数据库1中，有四个尺寸明显不同的球形团簇。 示例数据库2包含四个非凸形状的集群。 在样本数据库3中，有四个不同形状和大小的群集以及额外的噪声。 为了显示两种聚类算法的结果，我们用不同的颜色对每个聚类进行可视化（请参阅第6节后的www可用性）。 为了给CLARANS一些优势，我们为这些样本数据库设置参数k为4。 图5描述了CLARANS发现的聚类。
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点

**图4：样本数据库3的排序4-dist图**

**数据库1** 数据库2

![](data:image/png;base64,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)数据库3

一般而言，首先自动检测第一个“谷”是非常困难的，但对于用户以图形表示来看这个谷是相对简单的。 因此，我们建议采用交互式方法来确定阈值。

DBSCAN需要两个参数Eps和MinPts。 实际上，我们的实验表明，k-dist图fork> 4与4-dist图显着不同，而且它们需要更多的计算。 因此，我们通过将所有数据库（对于二维数据）设置为4来消除MinPts参数。 我们提出以下交互方法来确定DBSCAN的Eps参数：

**图5：CLARANS发现的群集**

对于DBSCAN，我们将样本数据库I和2的噪声百分比设置为0％，对于样本数据库3，将噪声百分比设置为10％。 DBSCAN发现的聚类图见图6。

DBSCAN发现所有群集（根据定义

5），并从所有样本数据库中检测噪声点（根据定义6）。 然而，如果CLARANS相对较大或者它们靠近其他某个群集，它们会将聚类分裂。 此外，CLARANS没有明确的噪音​​。 相反，所有点都被分配到他们最近的medoid。
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**图6：DBSCAN发现的集群**

为了测试DBSCAN和CLARANS的效率，我们使用SEQUOIA 2000基准数据。 SEQUOIA 2000基准数据库（Stonebraker et al。1993）使用代表地球科学任务的真实数据集。 数据库中有四种类型的数据：栅格数据，点数据，多边形数据和有向图数据。 点数据集包含美国地质调查局地理名称信息系统提供的62,584个加利福尼亚地标名称及其位置。 点数据集约占2.1 M字节。 由于CLAR ANS在整个数据集上的运行时间非常长，我们已经提取了包含整个集合的2％至20％代表的SEQUIOA 2000点数据集的一系列子集。 表1列出了DBSCAN和CLARANS在这些数据库上的运行时间比较。

**表1：以秒为单位的运行时间**

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| 点数 | 1252 | 2503 | 3910 | 5213 | 6256 |
| DBSCAN | 3.1 | 6.7 | 11.3 | 16.0 | 17.8 |
| CLAR- ANS | 758 | 3026 | 6845 | 11745 | 18029 |
| 点数 | 7820 | 8937 | 10426 | 12512 |  |
| DBSCAN | 24.5 | 28.2 | 32.7 | 41.7 |  |
| CLAR- ANS | 29826 | 39265 | 60540 | 80638 |  |

我们的实验结果表明，DBSCAN的运行时间略高于线性点的数量。 然而，CLARANS的运行时间接近点的数量。 结果表明，DB SCAN的性能优于CLARANS的250到1900之间，随着数据库大小的增加而增长。

### 结论

聚类算法对空间数据库中的类别识别任务很有吸引力。 然而，当应用于大型空间数据库时，众所周知的算法存在严重的缺点。 在本文中，我们提出了聚类算法DBSCAN，它依赖于基于密度的聚类概念。 它只需要一个输入参数，并支持用户为其确定合适的值。 我们对合成数据进行了绩效评估

以及SEQUOIA 2000基准测试的实际数据。 这些实验的结果表明，DBSCAN在发现任意形状的聚类方面比知名算法CLARANS更有效。 此外，实验表明，就效率而言，DBSCAN超过了至少100倍的CLARANS。

未来的研究将不得不考虑以下问题。 首先，我们只考虑了点对象。 但是，空间数据库也可能包含扩展对象，例如多边形。 为了推广DBSCAN，我们必须在多边形数据库的Bps邻域中定义密度。 其次，应该研究DBSCAN在高维特征空间中的应用。 特别是，这种应用中的k-dist图的形状必须进行探索。

### WWW可用性

以较大的字体显示本文的一个版本，其中包含大量的数字和颜色集群，可以通过以下网址获得： <http://www.dbs.informatik.uni-muenchen.de/>

dbs / project / publikationen / veroeffentlichun gen.html。
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