# deepseekV3

## 测试API：

### time：8.78s

## 当月计划分析：

"prompt\_tokens": 1617,

"completion\_tokens": 809,

"total\_tokens": 2426,

"prompt\_tokens\_details": {

"cached\_tokens": 1600

},

"prompt\_cache\_hit\_tokens": 1600,

"prompt\_cache\_miss\_tokens": 17

### time: 39.46s

## 个人形象刻画：

"prompt\_tokens": 3408,

"completion\_tokens": 694,

"total\_tokens": 4102,

"prompt\_tokens\_details": {

"cached\_tokens": 1600

},

"prompt\_cache\_hit\_tokens": 1600,

"prompt\_cache\_miss\_tokens": 1808

### time：37.48s

## 当日计划优化：

"prompt\_tokens": 1044,

"completion\_tokens": 373,

"total\_tokens": 1417,

"prompt\_tokens\_details": {

"cached\_tokens": 1024

},

"prompt\_cache\_hit\_tokens": 1024,

"prompt\_cache\_miss\_tokens": 20

### time：21.47s

## 明日计划建议：

"prompt\_tokens": 8855,

"completion\_tokens": 411,

"total\_tokens": 9266,

"prompt\_tokens\_details": {

"cached\_tokens": 7488

},

"prompt\_cache\_hit\_tokens": 7488,

"prompt\_cache\_miss\_tokens": 1367

### time：22.89s

## 我的行为预测：

"prompt\_tokens": 5551,

"completion\_tokens": 524,

"total\_tokens": 6075,

"prompt\_tokens\_details": {

"cached\_tokens": 4352

},

"prompt\_cache\_hit\_tokens": 4352,

"prompt\_cache\_miss\_tokens": 1199

### time：43.23s

## 陈旧计划寻迹：

"prompt\_tokens": 6340,

"completion\_tokens": 318,

"total\_tokens": 6658,

"prompt\_tokens\_details": {

"cached\_tokens": 5504

},

"prompt\_cache\_hit\_tokens": 5504,

"prompt\_cache\_miss\_tokens": 836

### time：21.62s

## 评价:

- 中规中矩;

- 返回的内容较丰富且完整度与匹配度高；

# deepseekR1

## 测试API：

### time：19.79s

## 当月计划分析：

"prompt\_tokens": 1705,

"completion\_tokens": 848,

"total\_tokens": 2553

### time: 28.75s

## 个人形象刻画：

"prompt\_tokens": 3577,

"completion\_tokens": 854,

"total\_tokens": 4431

### time：24.03s

## 当日计划优化：

"prompt\_tokens": 1777,

"completion\_tokens": 379,

"total\_tokens": 2156,

"prompt\_tokens\_details": {

"cached\_tokens": 960

},

"prompt\_cache\_hit\_tokens": 960,

"prompt\_cache\_miss\_tokens": 817

### time：21.43s

## 明日计划建议：

"prompt\_tokens": 6689,

"completion\_tokens": 444,

"total\_tokens": 7133

### time：11.03s

## 我的行为预测：

"prompt\_tokens": 3041,

"completion\_tokens": 438,

"total\_tokens": 3479

### time：8.81s

## 陈旧计划寻迹：

"prompt\_tokens": 3750,

"completion\_tokens": 430,

"total\_tokens": 4180

### time：8.04s

## 评价：

- 回答质量高，耗时快;

- 返回内容丰富且完整度与匹配度高；

# Kimi

## 测试API：

### time：1.25s

## 当月计划分析：

"prompt\_tokens": 1221,

"completion\_tokens": 758,

"total\_tokens": 1979

### time: 19.11s

## 个人形象刻画：

"prompt\_tokens": 2428,

"completion\_tokens": 715,

"total\_tokens": 3143

### time：13.78s

内容和emoji搭配更丰富

## 当日计划优化：

"prompt\_tokens": 1108,

"completion\_tokens": 453,

"total\_tokens": 1561

}

### time：16.72s

## 明日计划建议：

"prompt\_tokens": 3537,

"completion\_tokens": 438,

"total\_tokens": 3975

### time：8.60s

## 我的行为预测：

"prompt\_tokens": 4254,

"completion\_tokens": 453,

"total\_tokens": 4707

### time：9.74s

## 陈旧计划寻迹：

"prompt\_tokens": 6328,

"completion\_tokens": 448,

"total\_tokens": 6776

### time：9.92s

这部分分析稍有欠缺，内容分析能力稍弱