**Code Book and Methodology**

**Introduction**

The present methodology provides an easily-accessible dataset to permit easier analysis of tweets authored by members of the U.S. Congress, spanning the period from June 2017 to July 2023. These tweets were collected from the "Tweets of Congress" repository available on GitHub.[[1]](#footnote-1) The primary objective of this project is to establish a robust Natural Language Processing (NLP) pipeline that effectively preprocesses and prepares this corpus of tweets for subsequent NLP analyses.

By constructing a streamlined NLP pipeline, the aim is to facilitate ease of access and usability for researchers seeking to investigate the linguistic nuances, sentiment dynamics, and thematic patterns in congressional communication. The processed dataset is intended to serve as a foundational resource for a diverse range of research inquiries, from examining the impact of political events on discourse to investigating sentiment trends across legislative sessions.

In pursuit of this goal, the NLP pipeline encompasses several critical steps. The initial stage involves text preprocessing, which encompasses techniques such as the removal of stop words, stemming, and lemmatization. These procedures help standardize the text data, enhancing the accuracy of subsequent analyses. The subsequent phase leverages advanced NLP tools, including the SpaCy language model, for Named Entity Recognition (NER). This extraction process identifies entities such as names, organizations, and locations, enriching the dataset with structured information.

Furthermore, sentiment analysis constitutes a pivotal component of the NLP pipeline. The Sentiment Intensity Analyzer assigns sentiment scores to extracted entities, enabling a quantifiable assessment of the emotional tone expressed in congressional communication. By combining these components, the processed dataset offers a multifaceted perspective on the language, sentiment, and entities embedded within congressional tweets.

In summary, this research initiative strives to establish a refined corpus of congressional tweets, characterized by its accessibility, accuracy, and richness. The resulting NLP pipeline empowers researchers to embark on a variety of investigations into the linguistic trends and sentiment dynamics of U.S. congressional communication. By providing this resource, we aspire to contribute to the scholarly exploration of the language utilized by the U.S. Congress, shedding light on its evolving discourse in the digital age.

**Libraries and Dependencies**

To see the dependencies, please review requirements.txt

**Data Collection and Preparation**

* The corpus of data comes from a GitHub repository[[2]](#footnote-2), which pulled tweets from twitter. The data comes as JSON files within zip archives.
* Please note that while the dataset captures data for nearly all days, there are instances where certain days are missing.

**Text Preprocessing**

Stop words Removal

* We used the stop words from the NLTK corpus, but added additional characters to be removed. Additional characters removed (csv):

![](data:image/png;base64,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)

* Excluding common words known as "stop words" from text analysis enhances the accuracy by focusing on meaningful content, while also improving computational efficiency. This strategy ensures that the analysis highlights essential words and themes within the text, leading to more precise insights.

Stemming and Lemmatization

* Stemming and lemmatization are pivotal techniques employed to enhance the accuracy and consistency of text analysis. Both processes aim to reduce inflected or derived words to their base or root form, thereby reducing variation and allowing for more effective comparison of words.
* We chose the Porter Stemmer, a widely-used algorithm known for its efficiency in truncating words to their root. It employs a series of rules to remove common prefixes and suffixes, producing a simplified version of the word.
* WordNet Lemmatizer is the chosen lemmatization tool. It employs a more sophisticated approach by utilizing lexical resources to transform words into their canonical form, or lemma.
* Example, Word: Running
  + Stemming: Run
  + Lemmatization: Run

**Natural Language Processing (NLP)**

NER and SpaCy

* Named Entity Recognition (NER) is a fundamental technique in natural language processing that involves identifying and categorizing entities within text, such as names of people and organizations.
* In this project, the **en\_core\_web\_sm** model provided by SpaCy assumes a central role in executing NER on processed text data. With the assistance of SpaCy's advanced language model, the text undergoes a comprehensive analysis, effectively identifying and classifying entities with exceptional accuracy.
* This results in the creation of a tagged representation of the text, accentuating critical elements that hold substantive meaning within the context

**Sentiment Analysis**

Sentiment Intensity Analyzer

* Sentiment Analysis is a powerful method employed to assess and quantify the sentiment or emotional tone present within text. This technique serves as a valuable tool to understand the prevailing sentiment, be it positive, negative, or neutral, encapsulated within textual content.
* In this project, the Sentiment Intensity Analyzer a component provided by the Natural Language Toolkit (NLTK), evaluates the sentiment of a given text and produces a sentiment score that reflects the overall emotional orientation of the content.
* The sentiment score assigned by the Sentiment Intensity Analyzer includes negative, neutral, and positive scores, ranging from -1 to 1.

Sentiment Analysis Process

• Sentiment analysis was employed on entities identified through NER, assessing their sentiment.

• The compound sentiment score was utilized to evaluate the overall sentiment of entities, ranging from negative to positive.

**Summary and Conclusion**

In this methodology, we embarked on a comprehensive journey of text analysis to unveil insights from the corpus of US congressional tweets. Key steps included data preprocessing, which involved cleaning text and eliminating stop words. Additionally, stemming and lemmatization normalized words, while Named Entity Recognition (NER) identified entities for further analysis. The powerful SpaCy language model was harnessed for NER and subsequently, Sentiment Analysis provided a nuanced understanding of sentiment within the text. The sentiment scores enabled the assessment of entities' emotional tone.

Ultimately, this methodology's integration of advanced NLP techniques not only facilitated data preparation but also empowered us to derive valuable insights from unstructured text. By unveiling sentiment, identifying entities, and understanding their emotional context, we transcend mere data analysis and tap into the essence of the language used by the US Congress. This process, informed by robust tools and methods, underscores the methodology's significance in generating meaningful insights from the text data, contributing to enriched research and understanding.

**Code Availability**

Access to code available through the Github repository:

<https://github.com/Chasen-Jeffries/US_Congress_Tweet_NLP_Dataset>

**Limitations and Future Work**

1. **Selective Stop Words**: Deliberate reintroduction of specific stop words, especially those connected with numbers or hashtags, could be considered to evaluate their influence on analysis results.
2. **Emojis as Words**: The possibility of deconstructing emojis into textual representations might be explored to enhance sentiment analysis accuracy and capture nuanced emotions.
3. **Gold Standard for NER**: Developing a gold standard dedicated to Named Entity Recognition (NER) on politicians’ tweets could offer improved model training and evaluation, potentially elevating the precision of entity identification.

1. <https://github.com/alexlitel/congresstweets> [↑](#footnote-ref-1)
2. <https://github.com/alexlitel/congresstweets> [↑](#footnote-ref-2)