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# Завдання №1

Здійснити розпізнавання образів із застосуванням евристичного алгоритму порогової величини. Порогова величина Т=2.

X1(1,2), X2(1,3), X3(1,4), X4(1,5), X5(2,2), X6(2,3), X7(2,4), X8(3,7), X9(3,8), X10(3,9)

## Рішення

import sys, math, random

class Point(object):

def \_\_init\_\_(self, x, y):

self.\_x = x

self.\_y = y

def distanceTo(self, other):

return math.sqrt(math.pow(self.\_x - other.\_x, 2) + math.pow(self.\_y - other.\_y, 2))

def \_\_repr\_\_(self):

return "(" + str(self.\_x) + "; " + str(self.\_y) + ")"

class Clusterizable(object):

def \_\_init\_\_(self, points):

self.\_points = points

self.\_centers = []

self.\_clusters = []

self.\_t = 0;

def dump\_points(self):

print(self.\_points)

def dump\_cluster(self):

print("Clusted with T=" + str(self.\_t) + " :")

for cluster\_index in range(0, len(self.\_clusters)):

center = self.\_centers[cluster\_index]

cluster = self.\_clusters[cluster\_index]

print("#" + str(cluster\_index + 1) + ": " + str(center) + " [" + str(cluster) + "]")

def cluster(self, t):

self.\_t = t

for next in self.\_points:

next\_handled = False

for cluster\_index in range(0, len(self.\_clusters)):

center = self.\_centers[cluster\_index]

distance = center.distanceTo(next)

if distance < t:

# Create new cluster

self.\_clusters[cluster\_index].append(next)

next\_handled = True;

if next\_handled == False:

# Create new cluster

self.\_centers.append(next)

self.\_clusters.append([next])

from clust import \*

s = Clusterizable([

Point(1,2),

Point(1,3),

Point(1,4),

Point(1,5),

Point(2,2),

Point(2,3),

Point(2,4),

Point(3,7),

Point(3,8),

Point(3,9)

])

s.dump\_points()

s.cluster(2)

s.dump\_cluster()

## Результат

[(1; 2), (1; 3), (1; 4), (1; 5), (2; 2), (2; 3), (2; 4), (3; 7), (3; 8), (3; 9)]

Clusted with T=2 :

#1: (1; 2) [[(1; 2), (1; 3), (2; 2), (2; 3)]]

#2: (1; 4) [[(1; 4), (1; 5), (2; 3), (2; 4)]]

#3: (3; 7) [[(3; 7), (3; 8)]]

#4: (3; 9) [[(3; 9)]]

# Завдання №2

Здійснити розпізнавання образів із застосуванням максимінного алгоритму.

## Рішення

import sys, math, random

class Point(object):

def \_\_init\_\_(self, x, y):

self.\_x = x

self.\_y = y

def distanceTo(self, other):

return math.sqrt(math.pow(self.\_x - other.\_x, 2) + math.pow(self.\_y - other.\_y, 2))

def \_\_repr\_\_(self):

return "(" + str(self.\_x) + "; " + str(self.\_y) + ")"

class Clusterizable(object):

def \_\_init\_\_(self, points):

self.\_points = points

self.\_z\_points = []

def dump\_points(self):

print(self.\_points)

def dump\_cluster(self):

print("Cluster centers with 0.5 thresold:")

print(self.\_z\_points)

def cluster(self):

self.\_z\_points = [self.\_points[0]]

max\_distances = []

while True:

other\_points = filter(lambda x: x not in self.\_z\_points, self.\_points)

def row\_min\_distance(other\_point):

min\_distance = 10000 # Should be max int

min\_point = None

for z\_point in self.\_z\_points:

item\_distance = other\_point.distanceTo(z\_point)

if item\_distance < min\_distance:

min\_distance = item\_distance

min\_point = other\_point

return (min\_point, min\_distance)

def col\_max\_distance(other\_points):

max\_distance = 0

max\_point = None

for other\_point in other\_points:

row\_distance = row\_min\_distance(other\_point)

item\_distance = row\_distance[1]

if item\_distance > max\_distance:

max\_distance = item\_distance

max\_point = row\_distance[0]

return (max\_point, max\_distance)

result = col\_max\_distance(other\_points)

max\_distance = result[1]

max\_point = result[0]

if len(max\_distances) == 0 or (max\_distance > min(max\_distances) / 2):

max\_distances.append(max\_distance)

self.\_z\_points.append(max\_point)

else:

return

## Результат

[(1; 2), (1; 3), (1; 4), (1; 5), (2; 2), (2; 3), (2; 4), (3; 7), (3; 8), (3; 9)]

Cluster centers with 0.5 thresold:

[(1; 2), (3; 9)]