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# 开题报告

研究背景

日常机器人是一个正在发展的领域。随着人口老龄化的加剧，更加需要可以在家中完成一系列日常任务的机器人，来缓解护理人员不足的问题。这类机器人可以完成例如自动化打扫卫生，完成早饭准备等不需要专业知识的工作。而将人工智能应用在这类机器人中也是十分有前景的方向。已有一些工作通过人工智能算法来操控机器人在房间内完成这些工作，这些算法主要通过摄像头看到的图片与文本指令来执行相关动作。

而在这一过程中，任务规划是至关重要的。以我们给机器人下令“泡一杯茶”为例，我们期望机器人自动的完成找到“茶杯茶叶，找到热水，泡好茶，端上来”这整个过程，而不是需要用户分四次布置这样的指令。这要求我们可以通过“泡一杯茶”这一全局指令来生成详细的四步规划。

预训练语言模型在不同的任务中都取得了不错的性能，例如问题回答和常识推理等。这证明了预训练语言模型拥有一些解决这些问题所需要的常识知识，例如微波炉可以加热食物。已有一些工作研究预训练语言模型是否可以将这些知识用于日常任务的规划中。但受限于预训练语言模型没有观察外部世界和与外部世界交互的能力，先前的工作并没有将环境信息纳入考虑。使得这些任务的规划中缺少例如“向左转”类似的导航规划。而这些规划是机器人可以适应新的环境的关键因素。

研究意义

规划算法是家政机器人智能化的重要组成部分。通过研究机器人规划算法，可以使家政机器人能够自主的进行决策和规划，以实现更加复杂的任务，如清扫，洗衣，烹饪等。这些规划依赖于大量的常识知识，而已有的预训练语言模型被证明拥有了常识推理的能力，因此本文期望将预训练语言模型用于家政机器人的规划算法。

研究内容

通过已有ALFRED数据集构建一个从任务命令加环境信息到具体步骤的数据集，通过预训练语言模型来完成具体的规划过程，并通过表格的方法将环境信息加入输入，试图使得语言模型可以生成与环境相关的规划。同时提出每次只生成下一个步骤的迭代式规划方法。最后证明这两种方法都可以提升日常任务的规划性能。

可行性，难点和创新点

可行性：尽

难点：本文是该领域第一次将规则、无监督与有监督三种范式结合来解决作者姓名消歧任务的文章，没有相应的Benchmark。但是可以通过消融实验，显示各个部分对性能提升的贡献。此外，本文也是第一次将文献消歧结果与专利消歧结果进行合并，获得某个人的成果的工作，目标在于科研成果的跨域整合。

创新点：对规则的精心设计，使得文献在被聚类之前可以得到充分的预处理，最大限度地保证了聚类的正确性，减少不必要的错误。与此同时，本文引入了基于BERT的，针对于文献数据表示的预训练模型——SPECTER编码器，使得对文献的表示更加到位。最后，本文运用了层次聚类的无监督算法，使得聚类效果有了很大的提升。

**预期成果**

预期成果为一种新型的针对文献与专利的姓名消歧算法，包含三大模块：1）对文献的作者姓名消歧；2）对专利的发明人姓名消歧；3）将文献消歧结果与专利消歧结果进行合并，可以获得某个人的所有研究成果（文献与专利）

相关研究综述

**基于日常认知的推理**

本节介绍了与作者姓名消歧相关的研究。在[3]中，作者将现有的作者人名消歧算法分为两大类，即作者分配（author assignment）和作者分组（author grouping）。作者分配指的是，把每篇论文直接与真实世界的作者一一对应起来，作者的姓名相当于论文的标签。然而，这种方法很难实现，因为它需要预先知道真实世界的所有文献作者的名称，但这几乎是不可能的。作者分组指的是，通过相似函数对同名作者对应的文献进行聚类，得到与真实世界对应的结果。作者分组方法不需要预先知道作者的姓名，且与真实世界的作者数量无关，因此在大多数情况下更容易实现。[16]总结了作者姓名消歧任务的范式：对文献依据作者姓名进行分块——在块内两两比较文献的相似度得到相似度矩阵——在相似度矩阵上运用聚类算法。提升消歧的准确性一般从以上三个步骤中选择一个或多个进行优化。

我将作者姓名消歧算法大致分为三大类：基于规则的消歧算法、有监督消歧算法、无监督消歧算法。

**基于规则的消歧算法**