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# 开题报告

研究背景

日常机器人是一个正在发展的领域。随着人口老龄化的加剧，更加需要可以在家中完成一系列日常任务的机器人，来缓解护理人员不足的问题。这类机器人可以完成例如自动化打扫卫生，完成早饭准备等不需要专业知识的工作。而将人工智能应用在这类机器人中也是十分有前景的方向。已有一些工作通过人工智能算法来操控机器人在房间内完成这些工作，这些算法主要通过摄像头看到的图片与文本指令来执行相关动作。

在这一过程中，任务规划是至关重要的。以我们给机器人下令“泡一杯茶”为例，我们期望机器人自动的完成“找到茶杯茶叶，找到热水，泡好茶，端上来”这整个过程，而不是需要用户分四次布置这样的指令。这要求我们可以通过“泡一杯茶”这一全局指令来生成详细的四步规划。这类规划不同于简单的路线规划，不仅需要对于周围环境的认识，同时也需要常识知识的帮助，例如在这个例子中，需要了解泡茶需要热水这一常识性的知识才能做出正确的规划。

预训练语言模型在不同的任务中都取得了不错的性能，例如问题回答和常识推理等。这证明了预训练语言模型拥有一些解决这些问题所需要的常识知识，例如微波炉可以加热食物。更进一步，已有一些工作研究预训练语言模型是否可以将这些知识用于日常任务的规划中。但受限于预训练语言模型没有观察外部世界和与外部世界交互的能力，先前的工作并没有将环境信息纳入考虑。使得这些任务的规划中缺少例如“向左转”类似的导航规划。而这些规划是机器人可以适应新的环境的关键因素。

研究内容

通过已有ALFRED数据集构建一个从任务命令加环境信息到具体步骤的数据集，通过预训练语言模型来完成具体的规划过程，并通过表格的方法将环境信息加入输入，试图使得语言模型可以生成与环境相关的规划。同时提出每次只生成下一个步骤的迭代式规划方法。最后证明这两种方法都可以提升日常任务的规划性能。

研究意义

规划算法是家政机器人智能化的重要组成部分。通过研究机器人规划算法，可以使家政机器人能够自主的进行决策和规划，以实现更加复杂的任务，如清扫，洗衣，烹饪等。这些规划依赖于大量的常识知识，而已有的预训练语言模型被证明拥有了常识推理的能力，因此本文期望将预训练语言模型用于家政机器人的规划算法。同时完成的新数据集也可以帮助之后的研究者在这一任务上更好的进行研究。

可行性，难点和创新点

可行性：前人已在表格理解，常识推理等任务上有了一定的进展。通过预训练语言模型进行的日常任务规划也已经成为研究的热点。本文期望结合这些工作的方法与已有的模型，将方法应用到全新的日常任务规划领域，因此本文提出的方法具有可行性。

难点：本文存在两个难点，一是如何在语言模型没有摄像头等输入设备的情况下将环境信息输入给语言模型，第二则是如何评价语言模型所给出的规划是否满足要求。本文第一次尝试通过表格的方式将环境信息进行编码来作为预训练语言模型的输入。此外本文也是第一次期望进行文本级别的规划评价。

创新点：本文首次将环境信息通过表格的形式进行编码，是的预训练语言模型有了解环境信息的能力，进而利用语言模型内涵的常识知识和推理能力进行日常任务的任务规划。本文同时新建了全新的该任务上的数据集和提出了全新的评价方法，给科研社区在该问题上的研究打下基础。

**预期成果**

预期成果主要分为三部分，首先是全新的基于ALFRED数据集生成的从任务命令到具体步骤的数据集，第二部分是对于生成质量的全新评价指标，最后是可以完成日常任务规划的语言模型。

相关研究综述

**常识推理**

常识推理（commonsense reasoning）是指通过每个人都有的普遍基本的知识或者经验进行推理，来推断出其他未知的信息。这一能力是人类认知过程的核心组成部分，同时也是构建自然语言理解系统或者人工智能系统的核心任务[[[1]](#endnote-0)][[[2]](#endnote-1)]。传统方法（深度学习）通过知识表示和知识图谱解决常识推理的相关任务[[[3]](#endnote-2)]。随着深度学习的发展，通过预训练语言模型来解决常识推理任务成为了主流方法。

不同于人类通过周围环境了解常识信息[[[4]](#endnote-3)],先前的工作证明了预训练语言模型通过在大规模无标签语言库的训练过程中可以获得常识相关的知识[[[5]](#endnote-4)]。因此预训练语言模型开始在没有外联知识库的情况下被经常的用于解决常识推理的问题[[[6]](#endnote-5)]。有许多任务从各个角度考察了与训练语言模型对于尝试知识的应用例如常识抽取[[[7]](#endnote-6)]，下一状态预测[[[8]](#endnote-7)]，文化和社会认知[[[9]](#endnote-8)]等。

而已有一些工作将预训练语言模型用于日常任务规划当中。例如ALFWorld[[[10]](#endnote-9)]构建了一个文字游戏的场景，在这种场景下检测语言模型在日常任务中的常识推理能力。语言模型可以根据任务目标和当前状态来生成下一步的步骤。ScienceWorld[[[11]](#endnote-10)]同样通过文字游戏的方式来检验模型的常识推理能力，不同于ALFWorld在日常任务中完成，ScienceWorld主要着眼于小学生科学实验常识例如热胀冷缩等。SayCan[[[12]](#endnote-11)]通过预训练语言模型生成一系列语义上可行的规划，之后通过强化学习算法来构建价值函数（value function）来选择在当前环境下的操作方法。同样GPT-3等大规模语言模型也被用于从文本中总结计划等[[[13]](#endnote-12)]。

**预训练语言模型与表格预训练**

预训练加微调是近几年来常用的将深度学习应用在下游任务的方法。预训练模型主要通过大规模语料进行无监督训练。预训练的编码器-解码器模型例如BART[[[14]](#endnote-13)]和T5[[[15]](#endnote-14)]在各种自然语言生成任务上都取得了不错的效果。尤其实在一些被认为跟常识推理相关的任务比如CommonsenseQA[[[16]](#endnote-15)]的优秀效果更是说明了这类预训练语言模型具有很强的常识推理能力，可能在这次的任务上获得不错的效果。

表格是一种数据组织的方式，被广泛应用于记录，分析和呈现数据。可以更好的将大量数据集合在一起进行直观的展示。不同于常规的文本语句，表格带有一些具有语义的结构信息例如标题，行和列等，因此不能简单的将预训练语言模型直接应用在表格型数据上。在这样的背景下有许多先前的工作对于预训练模型进行了更多的表格优化的预训练方法。表格预训练主要目标在两个方向：生成更好的表格表示和将表格作为中间表示。

对于生成更好的表格表示，从TabNet[[[17]](#endnote-16)]使用采用序列关注（Sequential Attention）的方式，使用预测遮掩特征（Masked Features）作为无监督的与训练任务，得到更好的表格表示。TAPAS[[[18]](#endnote-17)]在BERT所使用的MLM（masked language model）的基础上加上了判断表格是否符合文本的与训练任务并且加上对于行列以及排名的embedding层来获得更好的表格cell表示。TAPEX[[[19]](#endnote-18)]通过大量表格结合SQL语句，通过SQL的执行结果进行大规模有监督训练。

**日常任务智能化**

机器人技术的发展使得机器人可以完成日常中的一些任务，然而这类家居机器人可以真正的进入日常生活需要机器人可以通过自然语言和摄像头了解到的知识来完成这样的任务，在这样的基础上AIFRED（Action Learning From Realistic Environments and Directives）数据集[[[20]](#endnote-19)]应运而生。任务集包括了在多个不同场景下的不同类型的任务。环境可以进行交互式操作等，以此为基础，前任提出了多种不同的解决方案用于操纵机器人在这类环境中的动作。

FILM[[[21]](#endnote-20)]（Following Instruction in Language with Modular Methods）证明了显式空间记忆（explicit spatial memory）和语义搜索策略（semantic search policy）可以在执行日常任务过程中为环境和指令提供更好的编码方式。同时证明了在没有专家轨迹和具体每一步指令的情况下，模型也可以完成一些任务，这说明了模型具有从高级指令分析出具体的每一步步骤的能力，作为支撑证明了本文的方法有很强的可行性。

LEBP[[[22]](#endnote-21)]（Language Expectation & Binding Policy）首先将每一步的step生成文本上的单个字的表示，之后通过绑定政策将这个表示对应到具体的操作，例如导航到某一点或对于面前的物体进行某种操作。该方法说明了，自然语言的步骤可以有效迁移到未见过的场景中，同时说明了分步骤的指令的重要价值，为本文研究提供了意义。
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