# cora

trainable attention hidden+trainable attention out

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| **epochs** | **lr** | **dropout** | **hidden** | **train\_acc** | **test\_acc** |
| 200 | 0.01 | 0.6 | 8 | 8809 | 8817 |
| 300 | 0.01 | 0.6 | 8 | 8707 | 8799 |
| 500 | 0.01 | 0.6 | 8 | 7416 | 8854 |
| 500 | 0.01 | 0.6 | 8 | 7128 | 8780 |
| 1000(565) | 0.01 | 0.6 | 8 | 7330 | 8854 |
| 1000 | 0.001 | 0.6 | 8 | 7457 | 8891 |
| 2000 | 0.001 | 0.6 | 8 | 7768 | 8854 |
| 1000 | 0.001 | 0.3 | 8 | 8633 | 8762 |
| 2000 | 0.001 | 0.3 | 8 | 8870 | 8706 |

entropy attention hidden+trainable attention out

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| **epochs** | **lr** | **dropout** | **hidden** | **train\_acc** | **test\_acc** |
| 200 | 0.01 | 0.6 | 8 | 5709 | 7172 |
| 300 | 0.01 | 0.6 | 8 | 5836 | 7209 |
| 500 | 0.01 | 0.6 | 8 | 8738 | 7301 |
| 500 | 0.01 | 0.8 | 8 | 3241 | 6285 |
| 500 | 0.01 | 0.7 | 8 | 4614 | 7116 |
| 500 | 0.01 | 0.5 | 8 | 6465 | 7209 |
| 500 | 0.01 | 0.4 | 8 | 7215 | 7320 |
| 500 | 0.01 | 0.3 | 8 | 7238 | 7264 |
| 500 | 0.01 | 0.2 | 8 | 7589 | 7246 |
| 500 | 0.01 | 0.1 | 8 | 7843 | 7227 |
| 500 | 0.01 | 0 | 8 | 8299 | 7153 |

one gnn

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| **epochs** | **lr** | **dropout** | **hidden** | **train\_acc** | **test\_acc** |
| 300 | 0.01 | 0.6 | 0 | 8005 | 8262 |
| 500 | 0.01 | 0.6 | 0 | 7918 | 8244 |
| 300 | 0.01 | 0.7 | 0 | 7809 | 8244 |
| 300 | 0.01 | 0.8 | 0 | 7318 | 8207 |
| 300 | 0.01 | 0.9 | 0 | 6205 | 8189 |
| 300 | 0.01 | 0.5 | 0 | 8304 | 8207 |
| 300 | 0.01 | 0.4 | 0 | 8391 | 8207 |
| 300 | 0.01 | 0.3 | 0 | 8466 | 8207 |
| 300 | 0.01 | 0.2 | 0 | 8547 | 8189 |

entropy attention hidden+cov out

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| **epochs** | **lr** | **dropout** | **hidden** | **train\_acc** | **test\_acc** |
| 300 | 0.01 | 0.6 | 8 | 5606 | 5841 |
| 500 | 0.01 | 0.6 | 8 | 5623 | 5989 |
| 700(558) | 0.01 | 0.6 | 8 | 5721 | 5712 |
| 1000 | 0.001 | 0.6 | 8 | 5236 | 5009 |
| 2000 | 0.01 | 0.6 | 8 | 5519 | 5564 |
| 500 | 0.01 | 0.5 | 8 | 6084 | 6192 |
| 500 | 0.01 | 0.4 | 8 | 6326 | 6174 |
| 500 | 0.01 | 0.3 | 8 | 6528 | 6211 |
| 500 | 0.01 | 0.2 | 8 | 6615 | 6229 |
| 500 | 0.01 | 0.1 | 8 | 6892 | 6322 |
| 500 | 0.01 | 0 | 8 | 6938 | 6303 |

trainbale attention+cov out

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| **epochs** | **lr** | **dropout** | **hidden** | **train\_acc** | **test\_acc** |
| 300 | 0.01 | 0.6 | 8 | 8454 | 8780 |
| 400 | 0.01 | 0.6 | 8 | 8541 | 8706 |
| 500(468) | 0.01 | 0.6 | 8 | 8414 | 8725 |
| 500 | 0.01 | 0.8 | 8 | 5790 | 8614 |
| 500 | 0.01 | 0.7 | 8 | 7705 | 8706 |
| 500 | 0.01 | 0.5 | 8 | 8968 | 8706 |
| 500 | 0.01 | 0.4 | 8 | 9077 | 8706 |
| 500 | 0.01 | 0.3 | 8 | 9250 | 8706 |
| 500 | 0.01 | 0.2 | 8 | 9366 | 8669 |

one entropy attention

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| **epochs** | **lr** | **dropout** | **hidden** | **train\_acc** | **test\_acc** |
| 300 | 0.01 | 0.6 | 0 | 5185 | 4898 |
| 400 | 0.01 | 0.6 | 0 | 5035 | 4917 |
| 500 | 0.01 | 0.6 | 0 | 5115 | 5028 |
| 700 | 0.01 | 0.6 | 0 | 5260 | 5065 |
| 1000 | 0.01 | 0.6 | 0 | 5150 | 5083 |
| 1000 | 0.01 | 0.7 | 0 | 4856 | 5046 |
| 1000 | 0.01 | 0.5 | 0 | 5288 | 5046 |
| 1000 | 0.01 | 0.4 | 0 | 5409 | 5065 |
| 2000(1375) | 0.01 | 0.4 | 0 | 5329 | 5065 |
| 1000 | 0.01 | 0.3 | 0 | 5352 | 5065 |
| 2000(1277) | 0.01 | 0.3 | 0 | 5456 | 5102 |
| 1300 | 0.01 | 0.2 | 0 | 5496 | 5102 |

one random adj

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| **epochs** | **lr** | **dropout** | **hidden** | **badcount** | **train\_acc** | **test\_acc** |
| 400 | 0.01 | 0.6 | 8 | 54 | 4348 | 2828 |
| 500 | 0.01 | 0.6 | 8 | 66 | 4268 | 2810 |
| 500 | 0.01 | 0.7 | 8 | 21 | 4123 | 2884 |

one entropy attention+1 adj

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| **epochs** | **lr** | **dropout** | **hidden** | **badcount** | **train\_acc** | **test\_acc** |
| 400 | 0.01 | 0.6 | 0 | 0 | 5047 | 4991 |
| 500 | 0.01 | 0.6 | 0 | 0 | 5144 | 5065 |
| 700 | 0.01 | 0.6 | 0 | 0 | 5306 | 5102 |
| 1000 | 0.01 | 0.6 | 0 | 94 | 5288 | 5102 |
| 1000(763) | 0.01 | 0.7 | 0 | 100 | 4913 | 5102 |
| 700 | 0.01 | 0.5 | 0 | 14 | 5369 | 5139 |
| 700 | 0.01 | 0.4 | 0 | 0 | 5375 | 5157 |
| 900 | 0.01 | 0.4 | 0 | 1 | 5565 | 5139 |
| 1000 | 0.01 | 0.3 | 0 | 0 | 5473 | 5213 |
| 1200 | 0.01 | 0.3 | 0 | 23 | 5554 | 5194 |
| 1500 | 0.01 | 0.2 | 0 | 0 | 5531 | 5157 |
| 1700 | 0.01 | 0.2 | 0 | 49 | 5623 | 5157 |

trainable single attention initialiszed with entropy

trainable 8 attention initialized with entroyps+trainable attention outlayer