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**Introduction**

The RECORD (REporting of studies Conducted using Observational Routinely-collected Data) statement provides essential guidelines for transparent reporting of observational studies using routinely collected health data. Despite their importance, around 50% of these studies do not adhere to reporting guidelines.(1) Manual assessment of compliance is time-consuming and inconsistent, constituting a key barrier to adoption.(2) We developed an LLM-based framework to automate validation of research papers against RECORD guidelines, enhancing transparency and reproducibility of observational research.

**Methods**

We designed a three-agent architecture leveraging complementary LLM capabilities:

1. **Reasoner (LLM1)**: OpenAI's GPT-4o extracts guideline items from RECORD documents and generates validation prompts
2. **Extractor (LLM2)**: OpenAI's GPT-4o identifies relevant information from research papers
3. **Validator (LLM3)**: Anthropic's Claude validates extracted information against guidelines

The framework processes PDFs of research papers and automatically evaluates compliance with all 35 RECORD+STROBE items. Each agent performs a specialized task, with downstream agents building on previous outputs. We evaluated the system on 30 observational studies published in medical journals, comparing its assessments against expert manual review. The compliance evaluation produces a structured JSON output detailing adherence to each item with supporting evidence.

**Results**

Our framework demonstrated 91% accuracy compared to manual assessment across all 35 RECORD+STROBE items, with high sensitivity (89%) and specificity (93%) for detecting non-compliant items. Papers achieved an average compliance rate of 62%, with common deficiencies in data cleaning methods (item 12.2), code validation (item 6.2), and database linkage details (item 12.3). Automated processing required 5.8 minutes per paper versus 39.5 minutes for manual review, an 85% time reduction.

The multi-LLM approach provided more robust assessments than single-LLM implementations, with Claude (Validator) identifying nuanced compliance issues that GPT-4o missed, particularly for methodology items. Inter-model agreement reached 83% of items, while human-LLM agreement was observed for 76% of validations.

**Discussion**

Our framework addresses a significant barrier to RECORD guideline adoption by drastically reducing assessment time while maintaining high accuracy. The triangulation approach using multiple LLMs improves robustness through complementary strengths of different models. Unlike previous approaches focused on checklist creation,(3) our system directly evaluates paper compliance and provides targeted improvement recommendations.

The structured outputs facilitate conversion to FHIR-based representations, enabling integration with evidence systems like EBMonFHIR. Future work will expand to additional reporting guidelines (STROBE, PRISMA, CONSORT) and enhance explanation capabilities to provide specific recommendations for addressing deficiencies.
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*Figure 1: Three-agent architecture of the LLM validation framework.*
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