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# Libraries

library(gtools)

# Question 1

**1.      An SRS of size 30 is taken from a population of size 100. The sample values are given below, and in the data file srs30.dat. 8 ,5, 2, 6 ,6 ,3, 8, 6, 10, 7 ,15, 9, 15, 3, 5, 6, 7, 10, 14 3, 4 ,17, 10, 6, 14 ,12, 7, 8 ,12, 9, (page 9)**

**a)      What is the sampling weight for each unit in the sample? (2 marks)**

The sampling weights are equal because this is a simple random sample. It can be computed using the formula:

Where:

is the Population size

is the sample size

I computed this as follows:

N <- 100  
n <- 30   
  
sampling\_weights <- N/n  
  
cat('Sampling Weights: ', sampling\_weights)

## Sampling Weights: 3.333333

The sampling weight is .

**b)      Use the sampling weights to estimate the population total, t. (4marks)**

The formula for estimating population total is:

Where:

is the sampling weights

is the value

First I defined my y values in a vector

srs30 <- c(8 ,5, 2, 6 ,6 ,3, 8, 6, 10, 7 ,15, 9, 15, 3, 5, 6, 7, 10, 14, 3, 4 ,17, 10, 6, 14 ,12, 7, 8 ,12, 9)  
  
#view the vector  
srs30

## [1] 8 5 2 6 6 3 8 6 10 7 15 9 15 3 5 6 7 10 14 3 4 17 10 6 14  
## [26] 12 7 8 12 9

I then multiplied them by the sampling weight, and used the sum() function to get the sum of the product between each value and its sampling weight.

#get estimated population total  
estimated\_total <- sum(srs30 \* sampling\_weights)  
  
#View the result  
cat("Estimated Population Total:", estimated\_total, "\n")

## Estimated Population Total: 823.3333

The Estimated Population Total is .

**c)       Give a 95% CI for t. Does the fpc make a difference for this sample?(4marks)**

The Confidence interval is calculated as follows:

$$ CI = P.E \pm ME \\ ME = Zscore \* SE $$

Where:

is the Point Estimate

is the margin of Error

is the Standard Error

I first computed the Standard Error. To calculate the standard error, we use the Variance of t formula as follows:

Where:

is the population size

is the sample size

is the standard deviation of y

I computed this as follows:

#compute the standard deviation  
sy <- sd(srs30)  
  
#View the standard deviation  
cat('Sample Standard Deviation: ', sy)

## Sample Standard Deviation: 3.997269

#compute the variance of the total  
V\_t <- (N^2)\*(1 - (n/N))\*(((sy)^2)/n)  
  
#View the vatiance of the total  
cat('Variance of the total:', V\_t)

## Variance of the total: 3728.238

The Standard Error is calculated by getting the square root of , as follows:

I computed this as follows:

#compute the standard error  
SE\_t <- sqrt(V\_t)  
  
#view the standard error  
cat('Standard Error: ', SE\_t)

## Standard Error: 61.0593

I then computed the z\_score associated with a 95% confidence level

#define alpha, the critical value  
alpha <- 0.95  
  
#as the test is two tailed, get the diffeence of alpha from 1 and divide by a half  
alpha.neg <- 1-alpha  
alpha.half <- alpha.neg/2  
  
#define p   
p <- 1-alpha.half  
  
#get the zscore using qnorm() function  
zscore <- qnorm(p)   
  
#View the zscore  
cat("Z\_score: ", zscore)

## Z\_score: 1.959964

I then computed the Margin of Error by getting the product of the z\_score and Standard Error, as follows

#compute the margin of error  
ME\_t <- zscore \* SE\_t  
  
#View the margin of error  
cat('Margin of error: ', ME\_t)

## Margin of error: 119.674

I then calculated the Confidence interval by getting the sum and difference of the point estimate and the margin of error.

#compute confidence interval  
lower <- estimated\_total - ME\_t  
upper <- estimated\_total + ME\_t  
  
#view the confidence interval  
cat('Confidence interval : [', lower, ', ', upper, ']')

## Confidence interval : [ 703.6593 , 943.0074 ]

The 95% confidence interval of the total estimate is:

# Question 2

**2.       Suppose we have a population of 5 students enrolled for statistics course and a counsellor wants to find the average amount of time spent by each student in preparing for classes each week. The amount of time (in hours) each student spends per week is given by 7,3,6,10 and 4. If the counsellor takes a sample of three students WOR, obtain the sampling distribution of the sample mean. Compute the population mean and the standard error of the sampling distribution. (12marks)**

First I defined the values given

#Population   
N = 5  
  
#vector of times spent preparing for each student  
times <- c(7, 3, 6, 10, 4)

I then used the combinations() function to get the data-frame of all possible samples of sample size 3, from the vector of population size 5, without replacement

# Set the seed for random number generation  
set.seed(NULL)  
  
# Select an SRS of size n=3 from a population of size N=5 without replacement  
#library(gtools)  
samples1 <- combinations(n = 5, r = 3, v = times, repeats.allowed = FALSE)  
  
samples1

## [,1] [,2] [,3]  
## [1,] 3 4 6  
## [2,] 3 4 7  
## [3,] 3 4 10  
## [4,] 3 6 7  
## [5,] 3 6 10  
## [6,] 3 7 10  
## [7,] 4 6 7  
## [8,] 4 6 10  
## [9,] 4 7 10  
## [10,] 6 7 10

I then obtained the sample means of each sample by using the apply() function to apply the mean() function to each row of the data-frame I obtained above.

#apply to each row of samples  
means\_result <- apply(samples1, 1, mean)  
  
#add to the df  
samples1 <- as.data.frame(samples1)  
samples1$means <- means\_result  
  
samples1

## V1 V2 V3 means  
## 1 3 4 6 4.333333  
## 2 3 4 7 4.666667  
## 3 3 4 10 5.666667  
## 4 3 6 7 5.333333  
## 5 3 6 10 6.333333  
## 6 3 7 10 6.666667  
## 7 4 6 7 5.666667  
## 8 4 6 10 6.666667  
## 9 4 7 10 7.000000  
## 10 6 7 10 7.666667

#View the dataframe  
samples1

## V1 V2 V3 means  
## 1 3 4 6 4.333333  
## 2 3 4 7 4.666667  
## 3 3 4 10 5.666667  
## 4 3 6 7 5.333333  
## 5 3 6 10 6.333333  
## 6 3 7 10 6.666667  
## 7 4 6 7 5.666667  
## 8 4 6 10 6.666667  
## 9 4 7 10 7.000000  
## 10 6 7 10 7.666667

The sampling distribution of the sample means is as follows:

cat('The sampling distribution of the Sample means is: \n', means\_result)

## The sampling distribution of the Sample means is:   
## 4.333333 4.666667 5.666667 5.333333 6.333333 6.666667 5.666667 6.666667 7 7.666667

These means can be represented using a histogram

hist(samples1$means,breaks=20,col="gray",xlab="means")

![](data:image/png;base64,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)

I then calculated the population mean by using the mean() function on the times vector, which is the population of how much time students spend preparing each week.

#get the population mean  
popmean <- mean(times)  
  
#view the result  
cat('The Population mean is: ', popmean)

## The Population mean is: 6

I then obtained the Standard error as per the formula

#Step 1: calculate the variance  
var <- var(samples1$means)  
  
#define sample and population size  
n = 3  
N = 5  
  
#standard error  
SE <- sqrt(1 - ((n/N)\*(var/n)))  
  
#View the result  
cat('The standard error is: ', SE)

## The standard error is: 0.8819171

The computed standard error is:

# Question 3

**3. John took a stratified sample of New York City food stores. The sampling frame consisted of 1408 food stores with at least 4000 square feet of retail space. The population of stores was stratified into three strata using median household income within the zip code. The prices of a “market basket” of goods were determined for each store; the goal of the survey was to investigate whether prices differ among the three strata. John used the logarithm of total price for the basket as the response y. Results are given in the following table:**

| **Stratum h** |  |  |  |  |
| --- | --- | --- | --- | --- |
| **Low Income** | 190 | 21 | 3.925 | 0.037 |
| **Middle Income** | 407 | 14 | 3.938 | 0.052 |
| **Upper Income** | 811 | 22 | 3.942 | 0.070 |

1. **The planned sample size was 30 in each stratum; this was not achieved because some stores went out of business while the data were being collected. What are the advantages and disadvantages of sampling the same number of stores in each stratum?  (4 marks)**

| Advantages | Disadvantages |
| --- | --- |
| **Lessens Bias** - having the same sample size per stratum lessens the bias in your data, as one stratum is not dominating the analysis as compared to another. | **Differences in variance of samples**: samples may differ in variance, thus having a single sample size for all of them may not yield accurate results. |
| **Allows for Uniformity** - having the same sample size allows for uniformity of interpretations in your analysis, as you do not have to define multiple sample sizes. |  |

b)      Estimate for these data and give a 95% CI. (4marks)

First I created a dataframe with all this information

#creating a data frame with the provided information  
data <- data.frame(  
 Stratum = c("Low Income", "Middle Income", "Upper Income"),  
 N\_h = c(190, 407, 811),  
 n\_h = c(21, 14, 22),  
 mean\_y\_h = c(3.925, 3.938, 3.942),  
 sd\_y\_h = c(0.037, 0.052, 0.070)  
)  
  
data

## Stratum N\_h n\_h mean\_y\_h sd\_y\_h  
## 1 Low Income 190 21 3.925 0.037  
## 2 Middle Income 407 14 3.938 0.052  
## 3 Upper Income 811 22 3.942 0.070

I then computed the y estimate as per the following formula

Where:

is the stratum size

is the population size

is the mean per stratum

I computed this as follows:

#define parameters  
N <- 1408  
  
#compute the y estimate  
y\_str <- sum((data$N\_h/N)\*data$mean\_y\_h)  
  
#View the y estimate  
cat('Y estimate: ', y\_str)

## Y estimate: 3.93855

The computed y estimate is :

To compute the confidence interval, I followed the formulas

$$ CI = PE \pm ME\\ ME = Zscore \* SE $$

Where:

is the point estimate ( )

is the margin of error

is the standard error

First I computed the standard error. For this I needed the variance of the estimate, which i computed as per the formula:

Where:

is the total size per stratum

is the population size

is the standard deviation per stratum

is the sample size per stratum

I computed this as follows

#compute the variance of the mean estimate  
V\_ystr <- sum(((data$N\_h/N)^2)\*((data$sd\_y\_h)^2)/data$n\_h)  
  
#view the variance of the mean estimate  
cat('Variance of the mean estimate: ', V\_ystr)

## Variance of the mean estimate: 9.121966e-05

The standard error of the variance estimate can be gotten as follows:

#compute the standard error  
SE\_ystr <- sqrt(V\_ystr)  
  
#show the standard error  
cat('Standard error: ', SE\_ystr)

## Standard error: 0.009550899

I then computed the Z score for the 95% confidence interval as follows:

#define alpha, the critical value  
alpha <- 0.95  
  
#as the test is two tailed, get the diffeence of alpha from 1 and divide by a half  
alpha.neg <- 1-alpha  
alpha.half <- alpha.neg/2  
  
#define p   
p <- 1-alpha.half  
  
#get the zscore using qnorm() function  
zscore <- qnorm(p)   
  
#View the zscore  
cat("Z\_score: ", zscore)

## Z\_score: 1.959964

I then computed the Margin of Error by multiplying the standard error and the Z score:

#compute the margin of error  
ME\_ystr <- zscore \* SE\_ystr  
  
#view the margin of error  
cat('margin of error: ', ME\_ystr)

## margin of error: 0.01871942

I then computed the confidence interval by getting the sum and difference of the Point estimate, and the margin of error

#compute lower and upper bounds  
lower <- y\_str - ME\_ystr  
upper <- y\_str + ME\_ystr  
  
#view the confidence interval   
cat('Confidence interval : [', lower, ', ', upper, ']')

## Confidence interval : [ 3.91983 , 3.957269 ]

The computed confidence interval is:

c)       Is there evidence that prices are different in the three strata? (2marks)

The narrow confidence interval suggests low sampling variability in the estimates of prices between the three strata. However, it’s crucial to consider that factors beyond sampling error, such as the inability to reach some stores and missing market basket items, may have influenced the results. These non-sampling errors could potentially bias the estimates or affect their generalisability to the population. Therefore, while the confidence interval provides some indication, it’s essential to acknowledge the presence of non-sampling errors when interpreting the results.