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# Question 1

**(a)    A state department of agriculture desires to estimate the number of acres under corn plantation within the state. Suggest possible sampling units and frames. (2marks )**

Sampling unit: The sampling unit could be a single corn plantation.

Sampling frame: The sampling frame could be a list of all corn plantations within the state.

**(b)    How do we evaluate the goodness of an estimator? (2marks)**

We can evaluate the goodness of an estimator by taking into account the amount of bias in the chosen estimation method, by examining sampling methods used.

We can also take into account the accuracy of the metric in estimating the population parameter, by taking into account the standard error and the confidence interval.

# Question 2

## Libraries

#for general data manipulation and plotting  
library(tidyverse)

## ── Attaching core tidyverse packages ──────────────────────── tidyverse 2.0.0 ──  
## ✔ dplyr 1.1.0 ✔ readr 2.1.4  
## ✔ forcats 1.0.0 ✔ stringr 1.5.0  
## ✔ ggplot2 3.5.0 ✔ tibble 3.2.1  
## ✔ lubridate 1.9.2 ✔ tidyr 1.3.0  
## ✔ purrr 1.0.1   
## ── Conflicts ────────────────────────────────────────── tidyverse\_conflicts() ──  
## ✖ dplyr::filter() masks stats::filter()  
## ✖ dplyr::lag() masks stats::lag()  
## ℹ Use the ]8;;http://conflicted.r-lib.org/conflicted package]8;; to force all conflicts to become errors

(a)    Foresters want to estimate the average age of trees in a stand. Determining age is cumbersome, because one needs to count the tree rings on a core taken from the tree. In general, though, the older the tree, the larger the diameter, and diameter is easy to measure. The foresters measure the diameter of all 1132 trees and find that the population mean equals 10.3. They then randomly select 20 trees for age measurement.

| Tree no | Diameter X | Age y | Tree no | Diameter X | Age y |
| --- | --- | --- | --- | --- | --- |
| 1 | 12 | 125 | 11 | 5.7 | 61 |
| 2 | 11.4 | 119 | 12 | 8 | 80 |
| 3 | 7.9 | 83 | 13 | 10.3 | 114 |
| 4 | 10.5 | 85 | 14 | 12 | 147 |
| 5 | 7.9 | 99 | 15 | 9.2 | 122 |
| 6 | 9 | 117 | 16 | 8.5 | 106 |
| 7 | 7.3 | 69 | 17 | 7.0 | 82 |
| 8 | 10.2 | 133 | 18 | 10.7 | 88 |
| 9 | 11.7 | 154 | 19 | 9.3 | 97 |
| 10 | 11.3 | 168 | 20 | 8.2 | 99 |
|  |  |  |  |  |  |

**a)       Draw a scatterplot of y vs. x.  (3 marks)**

First I defined the two vectors for diameter and age as follows:

#define the diameter vector  
diameterx <- c(12, 11.4, 7.9, 10.5, 7.9, 9, 7.3, 10.2, 11.7, 11.3, 5.7, 8, 10.3, 12, 9.2, 8.5, 7.0, 10.7, 9.3, 8.2)  
  
#check length - should be 20  
l1 <- length(diameterx)  
  
cat('Length of diameter vector:', l1)

## Length of diameter vector: 20

#define the diameter vector  
agey <- c(125, 119, 83, 85, 99, 117, 69, 133, 154, 168, 61, 80, 114, 147, 122, 106, 82, 88, 97, 99)  
  
#check length - should be 20  
l2 <- length(agey)  
  
cat('Length of age vector:', l2)

## Length of age vector: 20

I then plotted a scatterplot of age against diameter as follows:

#create a dataframe  
trees <- data.frame(diameterx, agey)  
   
#plot the scatterplot with a regression line  
ggplot(trees, aes(x=diameterx, y=agey)) +  
 geom\_point(size=2) +  
 geom\_smooth(method="lm", se=FALSE)

## `geom\_smooth()` using formula = 'y ~ x'

![](data:image/png;base64,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)

The scatter-plot shows an overall positive trend between the age and diameter variables, suggesting a linear relationship between the two. The regression line fitted shows this as well.

**b)      Estimate the population mean age of trees in the stand using ratio estimation and give an approximate standard error for your estimate.  (7marks)**

First I defined my parameters as follows

#define population parameters  
N = 1132  
mu = 10.3  
  
#define sample parameters  
n = 20  
x\_bar <- mean(diameterx)  
y\_bar <- mean(agey)

#compute the ratio estimate as follows  
y\_hat = y\_bar \* (mu / x\_bar)  
  
#view the result   
cat('Ratio estimate: ', y\_hat)

## Ratio estimate: 117.6204

compute the standard deviation

#sample standard deviation   
sd\_y = sd(agey)   
sd\_x = sd(diameterx)   
  
#sample covariance  
cov = cov(diameterx, agey)  
Ratio = y\_bar / mu  
  
MeanSquaredError = ((N-n)/(n\*N)) \* (sd\_y^2 + Ratio^2 \* sd\_x^2 - 2 \* Ratio \* cov)  
  
SE\_1 = sqrt(MeanSquaredError)  
  
#view the standard error  
cat('Standard Error: ', SE\_1)

## Standard Error: 4.038486

**c)        Repeat (b) using regression estimation. (7marks)**

#compute the regression estimate  
beta = cov / sd\_x^2  
y\_reg = y\_bar + beta \* (mu - x\_bar)  
  
cat('Regression estimate: ', y\_reg)

## Regression estimate: 118.3465

# Calculate the approximate standard error for regression estimate  
rho = cor(diameterx, agey) # correlation coefficient  
  
V\_reg = ((N-n)/(n\*N)) \* sd\_y^2 \* (1 - rho^2)  
SE\_2 = sqrt(V\_reg)  
  
cat('Standard Error: ', SE\_2)

## Standard Error: 3.971772

**d)      Label your estimates on your graph. How do they compare?  (3marks)**

# Question 3

## Libraries

#library with the spanish.dat dataset  
library(SDAResources)

##   
## Attaching package: 'SDAResources'

## The following object is masked from 'package:ggplot2':  
##   
## seals

#for the survey design  
library(survey)

## Loading required package: grid

## Loading required package: Matrix

##   
## Attaching package: 'Matrix'

## The following objects are masked from 'package:tidyr':  
##   
## expand, pack, unpack

## Loading required package: survival

##   
## Attaching package: 'survey'

## The following object is masked from 'package:graphics':  
##   
## dotchart

**a)       A language school owner takes an SRS of 10 of the 72 Introductory Spanish classes offered by the school. Each student in each of the sampled classes is given a vocabulary test and is also asked whether he or she is planning a trip to a Spanish-speaking country in the next year. The data are in file spanish.dat. CLUSTER**

**I.            Estimate the total number of students planning a trip to a Spanish-speaking country in the next year, and give a 95% CI. (6 marks)**

**II.            Estimate the mean vocabulary test score for Introductory Spanish students in the language school, and give a 95%  (6 marks)**

I computed both questions using survey design, as follows:

First I imported the spanish.dat data-set into r and examined it.

data("spanish")  
  
#view the data  
View(spanish)  
head(spanish)

## # A tibble: 6 × 3  
## class score trip  
## <dbl> <dbl> <dbl>  
## 1 34 57 0  
## 2 34 69 0  
## 3 34 61 0  
## 4 34 62 0  
## 5 34 42 0  
## 6 34 45 0

I then defined the sampling weights as follows:

#define sampling weight  
spanish$sampwt <- 72/10  
  
#print the data  
head(spanish)

## # A tibble: 6 × 4  
## class score trip sampwt  
## <dbl> <dbl> <dbl> <dbl>  
## 1 34 57 0 7.2  
## 2 34 69 0 7.2  
## 3 34 61 0 7.2  
## 4 34 62 0 7.2  
## 5 34 42 0 7.2  
## 6 34 45 0 7.2

I then defined the survey design, using the svydesign() function.

#survey design  
design <- svydesign(ids = ~class, weights = ~sampwt, data = spanish)  
  
#estimate the total and mean  
survey\_means <- svytotal(~score + trip, design)  
survey\_means

## total SE  
## score 94262.4 7301.4  
## trip 453.6 120.5

1. Answer(I): The total estimate of students planning a trip to a spanish speaking country is:

with a standard error ( ) of:

1. Answer(II): The mean estimate for vocabulary test scores is:

with a standard error ( ) of:

I then computed the Confidence Interval as per the following formula

$$ CI = PE \pm ME\\ ME = SE\*Zscore\\ $$

First I computed the Z-score associated with a 95% confidence interval

#define alpha and p for a two-tailed test  
alpha <- 0.95  
alpha.neg <- 1 - alpha  
alpha.half <- alpha.neg/2  
  
p <- 1-alpha.half  
cat('p: ', p)

## p: 0.975

#perform z-test  
Z\_score <- qnorm(p)  
  
#Print the z\_score  
cat('Zscore: ', Z\_score)

## Zscore: 1.959964

As both standard errors for the total and mean estimates were computed above, I used them to compute their respective Margin of Errors as follows:

### CI for Total Estimate

#define standard of error  
SE\_t = 120.5  
  
#compute margin of error  
ME\_t <- SE\_t\*Z\_score  
  
#view the margin of error:   
cat('Margin of error:', ME\_t )

## Margin of error: 236.1757

#define the point estimate   
PE\_t <- 453.6  
  
#compute the upper and lower bounds of the confidence interval  
lower <- PE\_t - ME\_t  
upper <- PE\_t + ME\_t  
  
#View the confidence interval  
cat("Confidence interval for total estimate: [", lower, ',', upper, ']' )

## Confidence interval for total estimate: [ 217.4243 , 689.7757 ]

**Answer (I):** The confidence interval computed is:

### CI for mean estimate

#define standard of error  
SE\_t = 7301.4  
  
#compute margin of error  
ME\_t <- SE\_t\*Z\_score  
  
#view the margin of error:   
cat('Margin of error:', ME\_t )

## Margin of error: 14310.48

#define the point estimate   
PE\_t <- 94262.4  
  
#compute the upper and lower bounds of the confidence interval  
lower <- PE\_t - ME\_t  
upper <- PE\_t + ME\_t  
  
#View the confidence interval  
cat("Confidence interval for total estimate: [", lower, ',', upper, ']' )

## Confidence interval for total estimate: [ 79951.92 , 108572.9 ]

The confidence interval computed is:

**b)      An industry produces customized truck bodies in 20 plants scattered throughout the country. Only a small number of truck bodies are completed at each plant on any given day. For a particular day, it is desired to estimate the average worker-hours of work for items completed that day in the industry. Discuss the relative merits of cluster sampling (plants as clusters) versus stratified random sampling (plants as strata) for estimating the desired average. Which design do you recommend? (4marks )**