网络图片搜索的打包回复模型

摘要：

图片搜索排序近年来已经成为了一个热门的搜索主题，并改善了现有的基于图片文本数据的网络图片搜索引擎的搜索结果。大量方法用于为搜索结果中的图片重顺序，但很多人讨论这些方案对于与特殊领域的图片查询并不是必选方案，如对象搜索，因为重排算法对整个图片进行处理，而不是图片中的相关部分。在这篇论文中，我们致力于为提供实物搜索的图片搜索引擎提供一种对象打包的回复模型。首先，我们运用一个普通算法从搜索引擎返回的图片元数据结果中查找相关对象。然后，查询返回的图片集会通过派生的重排算法呈现为查询相关对象词汇表的语言模型。因为常规对象查询不可靠的且有很多额外干扰，我们的目的是通过一个线性模型将查找到的对象（例如长度，位置等等）合并到排序结果中，且控制对象属性的权重。包括对象查询的两个网络查询数据库结果集的实验演示了我们的方法优化已有的排序方法。
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1. 简介

现今主要的图片搜索引擎，索引和排序主要基于相关文本信息，这通常导致一些并不准确的结果返回给用户。这是图片内容和文本描述不匹配造成的。图片搜索重排序目标是重新定义基于图片常规内容的文本搜索结果，这在多媒体回复方面已经是一个热门搜索主题。

现有的重排方法几乎全部是基于假设集群和PRF假设。假设集群认为相关图片在视觉上有相似性而不相关图片在视觉上完全不同。这在多数基于相似图形的图片重排算法中被广泛接受。在PRF假设认为文字搜索结果排序在顶部的图片是伪相关的，这可以用来发现一个或多个分类。尽管这些假设被证明在前期工作中是有效的，我们可以看出他们并不是十分合适实物搜索，因为用户可能搜索到包含一个实物（例如汽车）的图片。对于这部分搜索，用户感兴趣的图片可能只与搜索结果部分关联。换句话说，这些图片只有某一部分和搜索有关联而图片的其他区域则是不相关的。并且，簇假设和PRF假设都作用于整张图片，不能有效地从最初的文本搜索结果中检索出有效信息。

场景1展示了“埃菲尔铁塔”的搜索实力。上一行是文本搜索引擎的结果，下一行是PRF假设的排序结果，第一张图片是正确示例。在这个示例中，两个不相关图片被提至顶部，因为图片F和图片D相似于图片A。

我们假设问题主要源于基于以上假设的现有排序方法使用了整张图片视觉上的相似处，如数字3和37的直方图。但是，作为对象搜索，用户倾向于的图片结果包含了搜索对象，包括人脸，标志，动物，建筑物和工业产品，如果图片只有一部分相关于搜索对象就可以说是相关的。所以，基于整张图片的假设太过严格。居于以上示例，我们发现如果排序算法基于对象级别可能会获得更好的结果，所以图片B、C、E包含了埃菲尔铁塔但是任然有不同的观点可供选择。

因此，我们的目的是开发一套对象打包回发模型来代表查询对象并且返回的图片结果作为基于包含对象外贸的语言模型。为了使模型更多地关注与查询相关对象而忽略其他干扰如背景，我们以查询相关对象的单词代表图片和查询语言模型。

为了建立这样一个查询相关对象词汇表，我们扩展了迭代链接分析方法尝试将一组图片与常用对象关联。因为文本搜索的初始排序可更有效得以提供图片关联对象的信息，我们利用这个特性来提升算法，考虑文本搜索排序作为页面排序的先行版本以此区分不同排序位置的图片。尽管具体查询对象这很有效，但负责的情景下无法有效提供信息并可能导致不相关。

为了预估发现查询对象的关联性和证据，我们建立了一组属性，包括位置、尺寸和通常包含在图片中的对象密度的。这些属性被集成到回发模型中以建立线性权重排序算法。权重可以从人类标记的训练集RankSVM中获取。

目标方法以两个公共的网络请求数据集来评估。一个查询包含已命名的人查询，另一个则包含其他对象查询，结果表明打包回发对象模型在所有重排序方法中表现最为出色。在MVP查询方面提升了搜索引擎39.52%的准确性，国家艺术重排方法提升了6.84%。

论文剩余部分按下列方式组织。在第二章中回顾图片搜索重排的相关工作之后，基于对象的图片回发和普通对象。第三章以一个说明性的示例我们描述目标对象打包回发模型。第四章展示了实验成果和方法分析。第五章中，我们以卓越的结论和一系列工作计划结束论文。

1. 相关工作

在这个章节，我们将回顾图片搜索重排的相关工作，基于对象的图片回发和普通对象

索并并对我们论文的成果做出定位。

图片搜索重排。已有的图片重排方法可以大致分为监督类和无监督类。物件都重排方法最多的是居于原始文本搜索结果结构的假设，其中最终名的是假设簇和PRF假设。假设簇认为相关图片在视觉上是相关的而非相关图片在视觉上是非相关的。因为假设可以很自然地在图片结构中展示，大部分基于图片的重排方法都致力于以不同观点阐释这个观点。特殊的是在这些方法中，图片首先作为图形的节点建立，边缘是相似的。图片搜索重排可以通过排序点达到。这些方法的最主要弊端就是视觉相似度是很难建立的。而都以整张图片为图片相似特定为基石，这不能很好地处理对象查询，因为图片相似度应当与相关对象进行比较。第二种PRF假设，严格假设文本搜索排序顶部的图片关联于查询。基于此假设的大量重排模型查找排序在顶部的图片的分类，用这些分类去为图片排序。因为分类基本都是居于整张图片而不是图片中的对象，这些方法在对象查询中的表现差强人意。

我们的排序算法用人类标记来搭建重排模型以便更好的关联用户知觉。不同方法见的最大区别是如何趋势文本结果和不同模型的图片之间的特点关联。重排特点通常是根据作者在图片搜索问题的领域知识手动设计的。我们的重排序方法的特点是通过接受大龄分类不同文本排序的图片重要性自动执行的。我们的目标方法遵循监督排序方法，但两个主要贡献是扩展了已有的工作。首先，我们不像已有方对整张图片进行操作。我们建立了对象模型以便排序过程可悲查询相关对象捕获。第二，在我们的工作中，我们并未尝试合并不同排序特点来创建方法。而是集中于学习打包回发对象模型的参数，而参数表明了对象的无用属性。

基于对象的图片回发。基于对象的图片回发是一个很好的研究点，因为用户通常只提供一个查询图片，而兴趣点则通过植入一个黑盒分辨。在过去不同的方法运用于不同的目的。数据库中的图片对象被标记他憨厚用图片、文本和图形标记。图片被分为小的范围，查询对象基于查询范围用LSA算法建模。图片呈现为打包的常用词汇，用户获取信息回发的语言模型对图片进行排序。作者认为对象上下文也是重要的，常用词汇定位的对象范围外部区域也应在回发过程中被考虑到。我们论文的烟酒店不同于基于对象的图片回发，基于对象的图片回发以关键字区分而不是以含搜索兴趣点的图片区分。因此，我们的问题更具有挑战性因为我们需要基于用户提供的查询推断兴趣对象的图片。

常用对象查找。常用对象查找是现在一个非常重要的主题，用于在一组图片中场找常用对象。不同的常用对象查找可以分为两类，基于分段的方法和基于边界的方法。基于分段的方法，也就是熟知的共同分段，同时为每张图片的常用对象分段。将问题最小化为分割图片为前景色和背景色。在作者的第一段每张图片放到一族像素中，然后通过算法对常用前景色分段。这些方法的最大缺陷有两个，我们的研究中限制它：首先，大多数的共同分段方法是让图片无背景，这对复杂背景的网络图片可能无效。其次，共同分段方法都非常浪费时间，通常需要花费数小时对几百张图片进行处理。

边界划分法目的是以边界形式找到常用对象。这种方法建立一系列假设的ROI。在某种情况下任意范围被划分出来，常用对象查找转变为在CRF中查找最佳的格局。连接查询算法运用于全部ROI中来查找常用对象的中心。对图片搜索排序而言，因为文本搜索引擎提供的初始的图片序号能在图片与查询对象不相关时提供有用信息，我们倾向于结合出事排序信息来建立查询相关对象的关键字。

3.方法

我们的方法始于建立查询相关对象关键字，最小化文本搜索引擎返回的图片中的查询相关对象。然后对象打包回发模型根据语言模型方法为回发信息定制排序问题。为了比较对象打包回发模型中每个语言模型的排序值，我们根据相关对象查询的结果预估了图片和查询模型。最后，我们展示了在回发模型中取得参数的方法。

3.1建立查询相关对象词汇

查询相关对象是不同的对象实例或相关连对象的不同外貌。举例来说，查询“埃菲尔铁塔”，查询相关对象可能包括不同角度或亮度的埃菲尔铁塔。查询“汽车”可能包括奥迪A6和宝马Q5这种不同的实例。

3.1.1算法回顾

我们先用显著对象检测发检测30个ROI中每张图片的显著区域作为查询相关对象的假设。

我们的方法由两部分组成。第一步，我们呢选择高度代表查询对象的假设。第二步则是聚集挑选的ROI并以簇作为查询对象词汇。

在ROI的选择步骤中，算法反复更新县官的ROI直至它趋于稳定。在每一次改变中，算法首先用一部分具有代表性的ROI作为最相关的查询。这些ROI成为“枢纽”。他憨厚，ROI重定义过程被运用于所有图片，相似度很高的ROI被选作查询相关对象。第二部挑选的查询相关ROI被用于下一次转换的参数。

4.实验

为了演示我们的研究成果，我们在两个公共数据库上做了实验研究，包括实物对象搜索和人物搜索。大部分基础方法用来自搜索引擎的方法，已有的重排方法对比来展示我们方法的优越性。

4.1实验步骤

4.1.1数据集

为了使我们的实验尽可能可充用，我们租用了一个公共的网络查询数据集来评估我们的方法并与基础方法做对比。数据集一共包括353个有代表性的图片搜索结果，范围覆盖了产品、名人和动物等。然后这些擦汗寻被发送到一个图片搜索引擎以获取顶部的图片。最终71478张图片被包含其中。每个查询文本和人们提供的检索图片间的二进制关联作为基础。

因为目标方法设计用于实物搜索，我们通过选择这些实物对象创建两个数据集。数据集比较查询对象包括地表，产品，标志。为了更综合地评估我们的方法，数据集以这些命名人的查询建立。最终，网络查询实物对象数据集以101个查询的19586个图片组成，人物数据集包括103个查询和20398张图片。

5.结论和未来工作计划

图片搜索研究已经被研究了几年，大量方法也已被开发出来，促进了基于文本的图片搜索引擎的搜索。在这片论文中我们发现没有单独的方法能很好地适应所有搜索，图片重拍的搜索要求在查询范围内查询开发特别的模型。

这篇论文是在这个方向上的首次尝试。我们发现已有的对整张图片操作的排序方法并不能有效地进行实物搜索，搜索出的图片只有部分是相关的。这种现状激励我们为实物查询创建一个打包回发模型。回发模型是基于语言模型技术创建的。通过查找文本搜索引擎返回结果中的查询相关对象，我们为每个查询建立对象语言模型和图片的相关对象的词汇。已有对象的属性被用于表现对象与查询之间的密切度，以权重来整合排序算法以避免查询相关对象的干扰。最终，创建排序方法的过程被转变为获得对象属性的权重。两个网络数据集的结果告诉我们最终的方法与现有重排方法相比可以提高6.84%的转准确率。

我们相信这是未来图片搜索重排序的正确方向。考虑到这个大方向和我们论文中的研究，我们继续下面的工作。首先，我们会对不同方向的图片查询分类。其次，我们会结合查询到的对象词汇和对象集来查询更具代表性的图片和查询，第三我们希望找出并解决系统方面的挑战是算法能真正头日到真实世界的图片搜索引擎中。
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