Appendices:

About XGboost:

1. <https://machinelearningmastery.com/gentle-introduction-xgboost-applied-machine-learning/>
2. <https://www.mygreatlearning.com/blog/xgboost-algorithm/>
3. <https://towardsdatascience.com/https-medium-com-vishalmorde-xgboost-algorithm-long-she-may-rein-edd9f99be63d>
4. <https://www.springboard.com/blog/data-science/xgboost-explainer/>
5. <https://www.educba.com/random-forest-vs-xgboost/>
6. <https://www.nvidia.com/en-us/glossary/data-science/xgboost/>

Documentation:

1. <https://xgboost.readthedocs.io/en/latest/>

Code Snippets

1. <https://www.datacamp.com/community/tutorials/xgboost-in-python>
2. <https://www.kaggle.com/code/cbrogan/xgboost-example-python/script>

Advanced Case Example:

1. <http://dmlc.cs.washington.edu/data/pdf/XGBoostArxiv.pdf>

Parameters:

1. <https://amangupta16.medium.com/xgboost-hyperparameters-explained-bb6ce580501d#:~:text=Hyperparameters%20are%20certain%20values%20or%20weights%20that%20determine,%E2%80%94%20Depends%20on%20the%20choice%20of%20the%20booster>.

Pros/Cons:

1. <https://medium.com/broadhorizon-cmotions/good-model-by-default-using-xgboost-ab14f26f7f6a#:~:text=1%20The%20biggest%20disadvantage%20of%20XGBoost%20is%20that,tries%20to%20fix%20the%20errors%20in%20the%20predecessors>.