Spatial microsimulation with R

# Introduction

Spatial microsimulation is statistical technique for combining individual-level datasets with geographical data and analysing the resulting *spatial microdata*. The term is little known outside the fields of human geography and regional science. Yet the underlying methods have the potential to be useful in a wide range of applications. Spatial microsimulation, as taught in this book, can be of use to local housing administrators, transport planners and researchers hammering out the details of how society could operate in a post carbon world --- after we stop burning fossil fuels.

There is growing interest in spatial microsimulation. This is due largely to its practical utility in an era of 'evidence-based policy' but is also driven by changes in the wider research environment inside and outside of academia. Continuous improvements in computers, software and data size, quality and accessibility mean spatial microsimulation is more accessible than ever. It is now possible to simulate the populations of small administrative areas at the individual-level almost anywhere in the world. This opens new possibilities for a range of applications, not least policy evaluation.

Still, the meaning of spatial microsimulation is still largely unknown. This is partly because the technique is inherently difficult to understand and partly due to researchers themselves. Some of the literature that uses the term is ambiguous, inconsistent about the methods involved. The situation is worsened by work that treats spatial microsimulation as a magical black box or that does not define terms. This ambiguity is partly because spatial microsimulation has two main meanings, as a technique or an approach:

1. A *technique* for generating spatial microdata --- individuals allocated to zones.
2. An *approach* to modelling based on spatial microdata, simulated or real.

Throughout this book we will see spatial microsimulation as both technique and as a broader approach, generally moving from the former to the latter perspective as the chapters progress.

Another issue tackled in this book is reproducibility: most findings in field cannot easily be replicated. In today’s age of fast Internet connections, open access datasets and free software, there is little excuse for this. This issue is not unique to the method and is in fact widespread in academia to leading to calls such as that by Sergio Rey for an 'Open Regional Science' ([Rey, 2014](http://link.springer.com/10.1007/s00168-014-0611-7)).

This book encourages reproducibility by providing the tools for its readers to actually *do* spatial microsimulation on realistic data. All the findings presented in this book can be reproduced using code and data in the book's Github repository: [github.com/Robinlovelace/spatial-microsim-book](https://github.com/Robinlovelace/spatial-microsim-book).

Why spend time and effort on reproducibility? The first answer is that reproducibility actually saves time in the long-run, by ensuring more readable code and allowing your results to be easily re-run at a later data. The second reason is more profound. Reproducibility is a prerequisite of falsifiability and falsifiability is the backbone of science (Popper, 1959). The results on non-reproducible research cannot be verified, reducing scientific credibility. These observations inform the book’s practical nature.

This book presents spatial microsimulation is a living, evolving set of techniques rather than a prescriptive formula for arriving at the 'right' answer. This approach that spatial microsimulation largely defined by its user-community, made up of growing number of people worldwide. In terms of reproducibility, this book aims to contribute to the community by encouraging collaboration, innovation and rigour. The book also aims to open the possibilities of spatial microsimulation to more people, with a practical approach that encourages playing with the data and code. As Kabakoff (2011 p. xxii) put it regarding R, "the best way to learn is to experiment".

## Why spatial microsimulation with R?

Software decisions have a major impact on flexibility, efficiency, reproducibility and ease of expressing oneself. Nearly 3 decades ago [Hölm (1987, p. 153)](http://www.jstor.org/stable/10.2307/490448) observed that "little attention is paid to the choice of programming language used" for microsimulation. This appears to be as true now as it was then; software is rarely discussed in papers on the subject.

There are many factors that should influence software selection including cost, maturity, features, flexibility and speed. Perhaps most important for busy researchers is ease and speed of writing, adapting and communicating code. R excels in each of these areas.

R is a low-level language compared with programs such as Microsoft Excel and SPSS, which have been used for spatial microsimulation in the past. R offers the researcher great flexibility in designing workflows, analysis stages and even writing one's own functions.

On the other hand, R is *high level* compared with general purpose languages such as C and Python. Instead of writing code to perform statistical operations 'from scratch', R users generally use pre-made functions. To calculate the mean value of variable x, for example, one would need to type 20 characters in Python: float(sum(x))/len(x).[[1]](#footnote-26) In pure R 7 characters are sufficient: mean(x).

The example of calculating the mean in R and Python illustrates a wider point: R was *designed* to work with statistical data, so many functions in the default R installation (e.g. lm(), to create a linear regression model) perform statistical analysis 'out of the box'. In agent-based modelling the statistical analysis of results often occupies more researcher time than running the model itself ([Theile and Grimm, 2012](http://www.sciencedirect.com/science/article/pii/S1364815210000514)); [Theile, 2014](http://www.jstatsoft.org/v58/i02/paper)) and the same applies to spatial microsimulation, making R an ideal choice.

Finally, R has an active and growing user community. As a result there are thousands of packages that extend R's capabilities by providing new functions to the user and improvements are being added all the time. The **ipfp** package, for example, was published in the summer of 2014 and can greatly reduce the computational time taken for a key element of spatial microsimulation process, as we shall see in [*Reweighting with ipfp*](#ipfp).

## Learning the R language

Having learned a little about *why* R is a good tool for the job, it is worth considering at this stage *how* R should be used. It is useful to think of R not as a series of isolated commands, but as an interconnected *language*. As with learning like Spanish or Chinese frequent practice, persistence and experimentation will ensure deep learning.

The most useful practical advice I can give is to organise your workflow. Each project should have its own self-contained folder containing all that is needed to replicate the analysis. This could include the raw (unchanged) input data, a folder containing R code for analysis, a folder for graphical outputs and a folder for data output. To avoid clutter, it is sensible to arrange this content into folders (thanks to Colin Gillespie for this tip):

|-- book.Rmd  
|-- data  
|-- figures  
|-- output  
|-- R  
| |-- load.R  
| `-- parallel-ipfp.R  
`-- spatial-microsim-book.Rproj

The example directory structure above is taken from an early version of this book. It contains the document for the write-up (book.Rmd --- this could equally be a .docx or .tex file) and RStudio's .Rproj file in the *source directory*. The rest of the entities are folders: one for the input data, one for figures generated, one for data outputs and one for R scripts. The R scripts should have meaningful names and contain only code that works and is commented (an additional backup directory could be used to store experimental code). There is no need to be prescriptive in following this structure. However, projects using spatial microdata tend to be complex, so imposing order over your workflow early will likely yield dividends in the long run: you reap what you sow!

The same applies to learning the R language. Fluency allows complex numerical ideas to be described with a small number of keystrokes. If you are a new R user it is therefore worth spending some time learning the R language. To this end [Appendix A](#apR) provides a primer on R from the perspective of spatial microsimulation.

## Typographic conventions

The following typographic conventions are followed to make the practical examples easier to follow:

* In-line code is provided in monospace font to show it's something the computer understands.
* Larger blocks of codes, referred to as *listings*, are provided on separate lines and have coloured *syntax highlighting* to distinguish between values, names and functions:

x <- c(1, 2, 5, 10) # create a vector  
sqrt(x) # find the square route

## [1] 1.000 1.414 2.236 3.162

* Output from the *R console* is preceded by the ## symbol, as illustrated above.
* Comments are preceded by a single # symbol to explain specific lines.

There are many ways to write R code that will generate the same results. However, to ensure clarity and consistency, a single style, advocated in [Hadley Wickham](http://r-pkgs.had.co.nz/style.html)'s *Advanced R* book ([Wickham, 2014](http://www.crcpress.com/product/isbn/9781466586963)), is followed throughout. Consistent style and plentiful comments will make your code readable by yourself and others for decades to come.

## An overview of the coursebook

This coursebook builds on the tutorial *Introducing spatial microsimulation with R: a practical* (Lovelace, 2014) with improved code and explanation. The booklet is a precursor to a book CRC Press's [R Series](http://www.crcpress.com/browse/series/crctherser) which will be published in summer 2015. Therefore any comments on the code, explanation or contents will be gratefully received.[[2]](#footnote-35)

The structure is as follows:

* A 'no nonsense' and reproducible explanation of spatial microsimulation with [SimpleWorld](#SimpleWorld).
* The basics of spatial microsimulation in R, introducing the main functions and techniques that are used to generate spatial microdata
* [CakeMap](#CakeMap), a larger and more involved example using real data
* [Next steps](#NextSteps), an introduction to the subsequent steps that can be taken after the spatial microdataset has been generated.

The majority of this material is new and will contribute to a textbook on spatial microsimulation. Please contact [r.lovelace@leeds.ac.uk](mailto:r.lovelace@leeds.ac.uk) with any feedback about the book. Alternatively, if you have a GitHub account, feel free to report any issues online and contribute directly to the project by editing this documents source code: [github.com/Robinlovelace/spatial-microsim-book/blob/master/book-cambridge.Rmd](https://github.com/Robinlovelace/spatial-microsim-book/blob/master/book-cambridge.Rmd).

# An illustrated example from SimpleWorld

To see the link between the methodology introduced [*later in the book*](#Smsim1) and the various real-world applications, let's take a look at a simple example of the kind of situation where spatial microsimulation is useful, to help bridge the gap between method and application.

We'll use an imaginary world called SimpleWorld, consisting of only 3 zones that cover the entirety of the SimpleWorld sphere ([Figure 1](fsimple1)).

##   
## Attaching package: 'ggplot2'  
##   
## The following object is masked \_by\_ '.GlobalEnv':  
##   
## mpg

![](data:image/png;base64,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)

This is a small world, containing 12, 10 and 11 individuals of its alien inhabitants in each zone, 1 to 3, respectively. From the SimpleWorld Census, we know how many young (under 49 space years old) and old (over 50) residents live in each zone, as well their genders: male and female. This information is displayed in the tables below.

|  |  |  |
| --- | --- | --- |
| zone | 0-49 yrs | 50 + yrs |
| 1 | 8 | 4 |
| 2 | 2 | 8 |
| 3 | 7 | 4 |

|  |  |  |
| --- | --- | --- |
| Zone | m | f |
| 1 | 6 | 6 |
| 2 | 4 | 6 |
| 3 | 3 | 8 |

Next, imagine a more detailed dataset about 5 of SmallWorld's inhabitants, recorded from a survey. This is in a different form from the aggregate-level data presented in the above tables. This *microdata* survey contains one row per individual, in contrast to the *aggregate constraints*, which have one row per zone. This individual level data includes exact age (not just the crude and unflattering categories of "young" and "old"), as well as income:

|  |  |  |  |
| --- | --- | --- | --- |
| id | age | sex | income |
| 1 | 59 | m | 2868 |
| 2 | 54 | m | 2474 |
| 3 | 35 | m | 2231 |
| 4 | 73 | f | 3152 |
| 5 | 49 | f | 2473 |

Note that although the microdataset contains additional information about the inhabitants of SmallWorld, it lacks geographical information about where each inhabitant lives or even which zone they are from. This is typical of individual-level survey data. Spatial microsimulation tackles this issue by allocating individuals from a non-geographical dataset to geographical zones in another.

The procedures we will learn to use in this book do this by allocating *weights* to each individual for each zone. The higher the weight for a particular individual-zone combination, the more representative that individual is of that zone. This information can be represented as a *weight matrix*, such as the one shown below.

|  |  |  |  |
| --- | --- | --- | --- |
| Individual | Zone 1 | Zone 2 | Zone 3 |
| 1 | 1.228 | 1.725 | 0.725 |
| 2 | 1.228 | 1.725 | 0.725 |
| 3 | 3.544 | 0.550 | 1.550 |
| 4 | 1.544 | 4.550 | 2.550 |
| 5 | 4.456 | 1.450 | 5.450 |

The highest value (5.450) is located, to use R's notation, in cell weights[5,3], the 5th row and 3rd column in the matrix weights. This means that individual number 5 is considered to be highly representative of Zone 3, given the input data in SimpleWorld. This makes sense because there are many (7) young people and many (8) females in Zone 3, relative to the input microdataset (which contains only 1 young female). The lowest value (0.550) is found in cell [3,2]. Again this makes sense: individual 3 from the microdataset is a young male yet there are only 2 young people and 4 males in zone 2. A special feature of the weight matrix above is that each of the column sums is equal to the total population in each zone. We will discover how the weight matrices are generated in [a subsequent section](#Smsim1)'.

A more useful output from spatial microsimulation is what we refer to as *spatial microdata*. This is dataset that contains a single row per individual (as with the input microdata) but also an additional variable indicating where each individual lives. The challenge is to ensure that the spatial microdataset is as representative as possible of the aggregate constraints, while only sampling from a realistic baseline population. A feasible combination of individuals sampled from the microdata that represent zone 2 is presented in table xx below; the complete spatial microdataset allocates whole individuals to each zone, resulting in a more or less realistic insight into the inhabitants of SimpleWorld and for the purposes of modelling.

|  |  |  |  |
| --- | --- | --- | --- |
| id | age | sex | zone |
| 1 | 59 | m | 2 |
| 2 | 54 | m | 2 |
| 4 | 73 | f | 2 |
| 4 | 73 | f | 2 |
| 4 | 73 | f | 2 |
| 4 | 73 | f | 2 |
| 5 | 49 | f | 2 |
| 1 | 59 | m | 2 |
| 4 | 73 | f | 2 |
| 5 | 49 | f | 2 |

The table is a reasonable approximation of the inhabitants of zone 1: older females dominate in both the aggregate (which contains 8 older people and 6 females) and the simulated spatial microdata (which contains 8 older people and 7 females). We will learn how to create such *integerised* datasets during the course of this book.

But how are these outputs *useful*?

Even though the datasets are tiny in SimpleWorld, we have already generated some useful output. We can estimate, for example, the average income in each zone. Furthermore, we could create an estimate of the *distribution* of income in each area. Although these estimates are unlikely to be very accurate due to the paucity of data, the methods could be very useful if performed on larger datasets from the RealWorld (planet Earth). Finally, the spatial microdata presented in the above table can be used as an input into an agent-based model (ABM). Assuming the inhabitants of SimpleWorld are more predictable than those of RealWorld, the outputs from such a model could be very useful indeed, for example for predicting future outcomes of current patterns of behaviour.

In addition to clarifying the advantages of spatial microsimulation, the above example also flags some limitations of the methodology: spatial microsimulation will only yield useful results if the input microdataset is representative of the population as a whole, and for each region. If the relationship between age sex is markedly different in one zone compared with what we assume to be the global averages of the input data, for example, our estimates could be way-out. Using such a small sample, one could rightly argue, how could the diversity of 33 inhabitants of SimpleWorld be represented by our simulated spatial microdata? This question is equally applicable to larger simulations. These issues are important and will be tackled in [section validation](#svalidation).

# Preparing input data

The aim of this chapter is to guide you through all the steps of spatial microsimulation in R for spatial microsimulation. The easiest way to access the data used in this chapter (and the data for all other chapters), the easiest way is to download and unzip the book's GitHub repository. From there, you will want to run R from the project's root directory.

## Preparing input data

This chapter focuses on the input datasets needed for spatial microsimulation. Correctly loading, manipulating and assessing these datasets will be critical to the performance of your models and the ease of modifying them to include new inputs. This chapter also provides the basis for chapter we perform spatial microsimulation.

As with most spatial microsimulation models, this example consists of a non-geographical individual-level dataset and a series of geographical zones.

To ease reproducibility of the analysis, it is recommended that the process begins with a copy of the *raw* input dataset on one's hard disc. Rather than modifying this file, modified ('cleaned') versions should be saved as separate files. This ensures that after any mistakes, one can always recover information that otherwise could have been lost and makes the project fully reproducible.

It sounds trivial, but the *precise* origin of the input data should be described. Comments in code that loads the data (and resulting publications), allows you or others to recall the raw information.

The process of loading, checking and preparing the input datasets for spatial microsimulation is generally a linear process, encapsulating the following stages:

1. Load original data
2. Remove excess information
3. Re-categorise individual-level data
4. 'Flatten' individual-level data
5. Set variable and value names

'Stripping down' the datasets so that they only contain the bare essential information will enable you to focus solely on the data that you are interested in. This is not covered in this chapter because the input datasets are already extremely bare and because the process should be obvious.

We start with the individual-level dataset for a reason: this dataset is often more problematic to format than the constraint variables, so it is worth becoming acquainted with it at the outset. Of course, it is possible that the data you have are not suitable for spatial microsimulation because they lack sufficient constraint variables with shared categories in both individual and aggregate level tables. We assume that you have already checked this. The checking process for the datasets used in this chapter is simple: both aggregate and individual-level tables contain age and sex, so they can by combined. Let us proceed to load some data saved on our hard disc into R's *environment*, where it is available in RAM.

## Loading input data

Real-world individual-level data may be provided in a variety of formats but ultimately needs to be loaded into R as a *data frame* object.

In this case the dataset is loaded from a .csv file:

# Load the individual-level data  
ind <- read.csv("data/SimpleWorld/ind.csv")   
class(ind) # verify the data type of the object

## [1] "data.frame"

ind # print the individual-level data

## id age sex  
## 1 1 59 m  
## 2 2 54 m  
## 3 3 35 m  
## 4 4 73 f  
## 5 5 49 f

Constraint data are usually made available one variable at a time, so these are read in one file at a time:

con\_age <- read.csv("data/SimpleWorld/age.csv")  
con\_sex <- read.csv("data/SimpleWorld/sex.csv")

We have loaded the aggregate constraints. As with the individual level data, is worth inspecting each object to ensure that they make sense before continuing. Taking a look at age\_con, we can see that this data set consists of 2 variables for 3 zones:

con\_age

## a0.49 a.50.  
## 1 8 4  
## 2 2 8  
## 3 7 4

This tells us that there 12, 10 and 11 individuals in zones 1, 2 and 3, respectively, with different proportions of young and old people. Zone 2, for example, is heavily dominated by older people: there are 8 people over 50 whilst there are only 2 young people (under 49) in the zone.

Even at this stage there is a potential for errors to be introduced. A classic mistake with areal data is that the order in which zones are loaded changes from one table to the next. The constraint data should come with some kind of *zone id*, an identifying code that will eventually allow the attribute data to be combined with polygon shapes in GIS software.

If we're sure that the row numbers match between the age and sex tables (we are sure in this case), the next important test is to check that the total populations are equal for both sets of variables. Ideally both the *total* study area populations and *row totals* should match. If the *row totals* match, this is a very good sign that not only confirms that the zones are listed in the same order, but also that each variable is sampling from the same *population base* These tests are conducted in the following lines of code:

sum(con\_age)

## [1] 33

sum(con\_sex)

## [1] 33

rowSums(con\_age)

## [1] 12 10 11

rowSums(con\_sex)

## [1] 12 10 11

rowSums(con\_age) == rowSums(con\_sex)

## [1] TRUE TRUE TRUE

The results of the previous operations are encouraging. The total population is the same for each constraint overall and for each area (row) for both constraints. If the total populations between constraint variables do not match (e.g. because the sample population is different) this is problematic. Appropriate steps to normalise the errant constraint variables are described in [the CakeMap chapter](#CakeMap).

## Subsetting to remove excess information

In the above code, data.frame objects containing precisely the information required for the next stage were loaded. More often, superfluous information will need to be removed from the data and subsets taken. It is worth removing superfluous variables earl, to avoid over-complicating and slowing-down the analysis. If ind had 100 variables of which only the 1st, 3rd and 4th were of interest, for example, the following command could be used to update the object, retaining only the relevant variables: ind <- ind[, c(1, 3, 4)]. Alternatively, ind$age <- NULL removes the age variable.

Although ind is small and simple it will behave in the same way as a much larger dataset, providing opportunities for testing subsetting syntax in R. It is common, for example, to take a subset of the working *population base*: those aged 16 and 74 in full-time employment. Methods for doing this are provided in the [the Appendix on subsetting](#subsetting).

## Re-cateorising individual-level variables

Before transforming the individual-level dataset ind into a form that can be compared with the aggregate-level constraints, we must ensure that each dataset contains the same information. It is more challenging to re-categorise individual-level variables than to re-name or combine aggregate-level variables, so the former should usually be set first. An obvious difference between the individual and aggregate versions of the age variable is that the former is of type integer whereas the latter is composed of discrete bins: 0 to 49 and 50+. We can categories the variable into these bins using cut():[[3]](#footnote-46)

# Test binning the age variable  
cut(ind$age, breaks = c(0, 49, 120))

## [1] (49,120] (49,120] (0,49] (49,120] (0,49]   
## Levels: (0,49] (49,120]

If we wanted to change these category labels to something more readable, we can do this by adding another argument to the cut function:

# Convert age into a categorical variable with user-chosen labels  
(ind$age <- cut(ind$age, breaks = c(0, 49, 120), labels = c("a0\_49", "a50+")))

## [1] a50+ a50+ a0\_49 a50+ a0\_49  
## Levels: a0\_49 a50+

Users should be ware that cut results in a vector of class *factor*, which can cause problems later down the line.

names(cons)

## [1] "a0.49" "a.50." "m" "f"

## Matching individual and aggregate level data names

Before combining the newly recategorised individual-level data with the aggregate constraints, it is useful to for the category labels to match up. This may seem trivial, but will save time in the long run. Here is the problem:

levels(ind$age)

## [1] "a0\_49" "a50+"

names(con\_age)

## [1] "a0.49" "a.50."

Note that the names are subtly different. To solve this issue, we can simply change the names of the constraint variable, assuming they are in the correct order:

names(con\_age) <- levels(ind$age) # rename aggregate variables

With both the age and sex constraint variable names now matching the category labels of the individual-level data, we can proceed to create a single constraint object we label cons. We do this with cbind():

cons <- cbind(con\_age, con\_sex)  
cons[1:2, ] # display the constraints for the first two zones

## a0\_49 a50+ m f  
## 1 8 4 6 6  
## 2 2 8 4 6

## 'Flattening' the individual level data

We have made steps towards combining the individual and aggregate datasets and now only need to deal with 2 objects (ind and cons) which now share category and variable names. However, these datasets cannot possibly be compared because they are of different dimensions:

dim(ind)

## [1] 5 3

dim(cons)

## [1] 3 4

The above code confirms this: we have one individual-level dataset comprising 5 individuals and 3 variables (2 of which are constraint variables) and one aggregate-level constraint table comprising 6 zones for which we have counts for 4 categories across 2 variables. Clearly we need to change the dimensions of at least one object before they can be quantitatively compared. To do this we 'flatten' the individual-level dataset - meaning that we increase its width and reduce its height (number of rows) to one. This is a two-stage process. First, model.matrix() is used to expand each variable into the number of columns as there are categories in each. Second, colSums() is used to take the sum of each column.[[4]](#footnote-50)

cat\_age <- model.matrix(~ ind$age - 1)  
cat\_sex <- model.matrix(~ ind$sex - 1)[, c(2, 1)]  
(ind\_cat <- cbind(cat\_age, cat\_sex)) # combine flat representations of the data

## ind$agea0\_49 ind$agea50+ ind$sexm ind$sexf  
## 1 0 1 1 0  
## 2 0 1 1 0  
## 3 1 0 1 0  
## 4 0 1 0 1  
## 5 1 0 0 1

Note that second call to model.matrix is suffixed with [, c(2, 1)]. This is to swap the order of the columns: the column variables are produced from model.matrix is alphabetic, whereas the order in which the variables have been saved in the constraints object cons is male then female. Such subtleties can be hard to notice yet completely change one's results so be warned: the output from model.matrix will not always be compatible with the constraint variables.

To check that the code worked properly, let's count the number of individuals represented in the new ind\_cat variable, using colSums:

colSums(ind\_cat) # view the aggregated version of ind

## ind$agea0\_49 ind$agea50+ ind$sexm ind$sexf   
## 2 3 3 2

ind\_agg <- colSums(ind\_cat) # save the result

The sum of both age and sex variables is 5 (the total number of individuals): it worked! Looking at ind\_agg, it is also clear that it has the same dimension as each row in cons, the aggregate-level data. We can check this by inspecting each object (e.g. via View (ind\_agg)), although a more rigorous test is to see if ind\_agg can be combined with ind\_agg, using rbind:

rbind(cons[1,], ind\_agg)

## a0\_49 a50+ m f  
## 1 8 4 6 6  
## 2 2 3 3 2

If no error message is displayed, the answer is yes. This shows us a direct comparison between the number of people in each category of the constraint variables in zone and and in the individual level dataset overall. Clearly, the fit is not very good, with only 5 individuals in total existing in ind\_agg (the total for each constraint) and 12 in zone 1. We can measure the size of this difference using measures of *goodnes of fit*. A simple measure is total absolute error (TAE), calculated in this case as sum(abs(cons[1,] - ind\_agg)): the sum of the positive differences between cell values in the individual and aggregate level data.

The purpose of the *reweighting* procedure in spatial microsimulation is to minimise this difference (as measured in TAE above) by adding high weights to the most representative individuals.

# Spatial microsimulation in R

In this chapter we progress from loading and preparing the input data to running a spatial microsimulation model. The SimpleWorld data, loaded in the previous chapter, is used. Being small and simple, the example enables understanding the process on a 'human scale' and allows experimentation without the worry of overloading your computer. However, the methods apply equally to larger and more complex projects. Therefore practicing the basic principles and methods of spatial microsimulation in R is the focus of this chapter. Time spent mastering these basics will make subsequent steps much easier.

How representative each individual is of each zone is determined by their *weight* for that zone. If we have nrow(cons) zones and nrow(ind) individuals (3 and 5, respectively, in SimpleWorld) we will create 15 weights. Let us create an empty weight matrix, ready to be filled with numbers calculated through the IPF procedure:

weights <- matrix(data = NA, nrow = nrow(ind), ncol = nrow(cons))  
dim(weights) # the dimension of the weight matrix: 5 rows by 3 columns

## [1] 5 3

## IPF in R

One of the simplest ways to allocate the individual-level data loaded in the previous chapter to the three zones of SimpleWorld is using iterative proportional fitting (IPF). IPF is an established technique with a long history. Interested readers are directed towards Lovelace and Ballas ([2012](http://www.sciencedirect.com/science/article/pii/S0198971513000240)) and Pritchard and Miller ([2012](http://link.springer.com/article/10.1007%2Fs11116-011-9367-4)) for recent work in this area, which contain links to the theory and method underlying the method.

## Reweighting with **ipfp**

It is possible to perform IPF much faster and with less code than illustrated above using the **ipfp** R package. The ipfp command that implements the IPF algorithm in the C language, as illustrated below on the same dataset:

library(ipfp) # load the ipfp library after: install.packages("ipfp")  
cons <- apply(cons, 2, as.numeric) # convert matrix to numeric data type  
ipfp(cons[1,], t(ind\_cat), x0 = rep(1,nrow(ind))) # run IPF

## [1] 1.228 1.228 3.544 1.544 4.456

It is impressive that the entire IPF process, which took dozens of lines of code in pure R has been condensed into two lines of code: one to convert the input constraint dataset to numeric[[5]](#footnote-56) and one to perform the IPF operation itself. Note also that although we did not specify how many iterations to run, the above command ran the default of maxit = 1000 iterations, despite convergence happening after 10 iterations. This can be seen by specifying the maxit and verbose arguments in ipfp, as illustrated below (only the first line of R output is shown):

ipfp(cons[1,], t(ind\_cat), rep(1, nrow(ind)), maxit = 20, verbose = T)

## iteration 0: 0.141421  
## iteration 1: 0.00367328

Notice also that a *transposed* (via the t() function) version of the individual-level data (ind\_cat) is used in ipfp to represent the individual-level data, instead of the ind\_agg object used in the pure R version. To prevent having to transpose ind\_cat every time ipfp is called, save the transposed version:

ind\_catt <- t(ind\_cat) # save transposed version of ind\_cat

Another object that can be saved prior to running ipfp on all zones (the rows of cons) is rep(1, nrow(ind)), simply a series of ones. We will call this object x0 as it's argument name representing the starting point of the weight estimates in ipfp:

x0 <- rep(1, nrow(ind)) # save the initial vector

To extend this process to all three zones we can wrap the line beginning ipfp(...) inside a for loop, saving the results each time into the weight variable we created earlier:

for(i in 1:ncol(weights)){  
 weights[,i] <- ipfp(cons[i,], ind\_catt, x0, maxit = 20)  
}

To make this process even more concise (albeit less clear to R beginners), we can use R's internal for loop: apply:

weights <- apply(cons, 1, function(x) ipfp(x, ind\_catt, x0, 20))

In the above code R iterates through each row (hence the second argument MARGIN being 1: MARGIN = 2 would signify column-wise iteration). Thus ipfp is applied to each zone in turn. The speed savings of writing the function with different configurations are benchmarked in 'parallel-ipfp.R' in the 'R' folder of the book project directory. This shows that reducing the maximum iterations of ipfp from the default 1000 to 20 has the greatest performance benefit.[[6]](#footnote-57) To make the code run faster on large datasets, a parallel version of apply called parApply can be used. This is also tested in 'parallel-ipfp.R'.

## Combinatorial optimisation

## Integerisation

# CakeMap: spatial microsimulation in the wild

By now we have developed a good understanding of what spatial microsimulation is, its applications and how it works, in terms of the underlying theory and its implementation in R. However, we have yet to see how the method can be applied *in the wild*, on *real* datasets.

"This spatial microsimulation technique seems useful, but how can I use these methods on *my* data?" The purpose of this chapter is to answer this question using a real dataset. This will to enable the information and code provided in this book to be translated directly into the reader's field of interest.

The chapter is based on a hypothetical use of spatial microsimulation to arrive at an important result: estimated cake consumption in different parts of Leeds, UK. The example is deliberately rather absurd, hopefully making the technique more memorable. The steps are presented in a generalisable way, easing the transfer of the method to new datasets.

## Preparing the input data

Often spatial microsimulation methodology is presented in a way that suggests the data arrived in a near perfect state, ready to be inserted directly into a spatial microsimulation model. This is rarely the case. Usually, one must spend time translating the data into a suitable format, re-coding categorical variables and column names, binning continuous variables and subsetting from the microdataset. All of this can easily take as long as the analysis stage, so it is important to think carefully about strategies for data cleaning before undertaking a complex project ([Wickham, 2014](http://vita.had.co.nz/papers/tidy-data.html)). Fortunately R is an accomplished tool for data cleaning ([Kabacoff, 2011](http://www.manning.com/kabacoff/)). To learn about the data cleaning steps that may be useful to your data, we start from the beginning in this section, with a real (anonymised) dataset that was downloaded from the internet.

## Performing IPF on CakeMap data

In the CakeMap example we use only the ipfp reweighting strategy as it is more concise, generalisable and faster than [IPF in pure R](#IpfinR). On a modern laptop, the ipfp method was found to be *almost 40 times faster* than the 'IPFinR' method. These tests can be run using the microbenchmark() commands found towards the end of 'CakeMap.R'.[[7]](#footnote-65)

## Integerisation

## Validation

## Visualisations

## Analysis and interpretation

# Appendix: Getting up-to-speed with R

As mentioned in [Chapter 1](#Introduction), R is a general purpose programming language focussed on data analysis and modelling. This small tutorial aims to teach the basics of R, from the perspective of spatial microsimulation research. It should also be useful to people with existing R skills, to re-affirm their knowledge base and see how it is applicable to spatial microsimulation.

R's design is built on the idea that "everything is an object and everything that happens is a function". It is a *vectorised*, *object orientated* and *functional* programming language ([Wickham, 2014](http://www.crcpress.com/product/isbn/9781466586963)). This means that R understands vector algebra, all data accessible to R resides in a number of named objects and that a function must be used to modify any object. We will look at each of these in some code below.

## R understands vector algebra

A vector is simply an ordered list of numbers (Beezer, 2008). Imagine two vectors, each consisting of 3 elements:

To say that R understands vector algebra is to say that it knows how to handle vectors in the same way a mathematician does:

This may not seem remarkable, but it is. Most programming languages are not vectorised, so they would see differently. In Python, for example, this is the answer we get:[[8]](#footnote-73)

a = [1,2,3]  
b = [9,8,6]  
print(a + b)

## [1, 2, 3, 9, 8, 6]

In R, the operation *just works*, intuitively:

a <- c(1, 2, 3)  
b <- c(9, 8, 6)  
a + b

## [1] 10 10 9

This conciseness is clearly very useful in spatial microsimulation, as numeric variables of the same length are common (e.g. the ages of all simulated individuals in a zone) and can be acted on with a minimum of effort from the researcher.

## R is object orientated

In R, everything that exists is an object with a name and a class. This is useful, because R's functions know automatically how to behave differently on different objects depending on their class.

To illustrate the point, let's create two objects, each with a different class and see how the function summarise behaves differently, depending on the type. This behavior is *polymorphism* (Matloff, 2011):

# Create a character and a vector object  
char\_obj <- c("red", "blue", "red", "green")  
num\_obj <- c(1, 4, 2, 532.1)  
  
# Summary of each object  
summary(char\_obj)

## Length Class Mode   
## 4 character character

summary(num\_obj)

## Min. 1st Qu. Median Mean 3rd Qu. Max.   
## 1.0 1.8 3.0 135.0 136.0 532.0

# Summary of a factor object  
fac\_obj <- factor(char\_obj)  
summary(fac\_obj)

## blue green red   
## 1 1 2

In the example above, the output from summary for the numeric object num\_obj was very different from that of the character vector char\_obj. Note that although the same information was contained in fac\_obj (a factor), the output from summary changes again.

Note that objects can be called almost anything in R with the exceptions of names beginning with a number or containing operator symbols such as -, ^ and brackets. It is good practice to think about what the purpose of an object is before naming it: using clear and concise names can save you a huge amount of time in the long run.

## Subsetting in R

R has powerful, concise and (over time) intuitive methods for taking subsets of data. Using the SimpleWorld example we loaded in [*Data preparation*](#DataPrep), let's explore the ind object in more detail, to see how we can select the parts of an object we are most interested in. As before, we need to load the data:

ind <- read.csv("data/SimpleWorld/ind.csv")

Now, it is easy from within R to call a single individual (e.g. individual 3) using the square bracket notation:

ind[3,]

## id age sex  
## 3 3 35 m

The above example takes a subset of ind all elements present on the 3rd row: for a 2 dimensional table, anything to the left of the comma refers to rows and anything to the right refers to columns. Note that ind[2:3,] and ind[c(3,5),] also take subsets of the ind object: the square brackets can take *vector* inputs as well as single numbers.

We can also subset by columns: the second dimension. Confusingly, this can be done in four ways, because ind is an R data.frame[[9]](#footnote-76) and a data frame can behave simultaneously as a list, a matrix and a data frame (only the results of the first are shown):

ind$age # data.frame column name notation I

## [1] 59 54 35 73 49

# ind[, 2] # matrix notation  
# ind["age"] # column name notation II  
# ind[[2]] # list notation  
# ind[2] # numeric data frame notation

It is also possible to subset cells by both rows and columns simultaneously. Let us select query the gender of the 4th individual, as an example (pay attention to the relative location of the comma inside the square brackets):

ind[4, 3]

## [1] f  
## Levels: f m

A commonly used trick in R that helps with the analysis of individual-level data is to subset a data frame based on one or more of its variables. Let's subset first all females in our dataset and then all females over 50:

ind[ind$sex == "f", ]

## id age sex  
## 4 4 73 f  
## 5 5 49 f

ind[ind$sex == "f" & ind$age > 50, ]

## id age sex  
## 4 4 73 f

In the above code, R uses relational operators of equality (==) and inequality (>) which can be used in combination using the & symbol. This works because, as well as integer numbers, one can also place *boolean* variables into square brackets: ind$sex == "f" returns a binary vector consisting solely of TRUE and FALSE values.[[10]](#footnote-77)

### Further R resources

The above tutorial should provide a sufficient grounding in R for beginners to understand the practical examples in the book. However, R is a deep language and there is much else to learn that will be of benefit to your modelling skills. The following resources are highly recommended:

* *An Introduction to R* (Venables et al., 2014) is the foundational introductory R manual, written by the software's core developers. It is terse and covers some advanced topics, but provides an unbeatable introduction to R's behaviour as a language.
* *Advanced R* ([Wickham, 2014](http://www.crcpress.com/product/isbn/9781466586963)) delves into the heart of the R language. It contains many advanced topics, but the introductory chapters are straightforward. Browsing some of the pages on [Advanced R's website](http://adv-r.had.co.nz/) and trying to answer the questions that open each chapter is an excellent way of testing and improving one's understanding of R.
* *Introduction to visualising spatial data in R* (Lovelace and Cheshire, 2014) provides an introductory tutorial on handling spatial data in R, including the administrative zone data which often form the building blocks of spatial microsimulation models in R.

There are alternatives to R and in the next section we will consider a few of these.

1. The float function is needed in case whole numbers are used. This can be reduced to 13 characters with the excellent **NumPy** package: import numpy; x = [1,3,9]; numpy.mean(x) would generate the desired result. The R equivalent is x = c(1,3,9); mean(x). [↑](#footnote-ref-26)
2. Feedback can be left via email to [r.lovelace@leeds.ac.uk](mailto:r.lovelace@leeds.ac.uk) or via the project's GitHub page. [↑](#footnote-ref-35)
3. The combination of curved and square brackets in the output may seem strange but this is in fact an International Standard - see [wikipedia.org/wiki/ISO\_31-11](http://en.wikipedia.org/wiki/ISO_31-11) for more information. [↑](#footnote-ref-46)
4. As we shall see in [a subsequent section](#ipfp), only the former of these is needed if we use the **ipfp** package for re-weighting the data, but both are presented to enable a better understanding of how IPF works. [↑](#footnote-ref-50)
5. The integer data type fails because C requires numeric data to be converted into its *floating point* data class. [↑](#footnote-ref-56)
6. These tests also show that any speed gains from using apply instead of for are negligible, so whether to use for or apply can be decided by personal preference. [↑](#footnote-ref-57)
7. The second of these benchmarks depends on the old smsim-course, the repository of which needs to be downloaded (from [github.com/Robinlovelace/smsim-course](https://github.com/Robinlovelace/smsim-course)) and saved to the user's computer. [↑](#footnote-ref-65)
8. We can get the right answer in Python, by typing the following: import numpy; a=numpy.array([1,2,3]); b=numpy.array([9,8,6]); a+b. [↑](#footnote-ref-73)
9. This can be ascertained by typing class(ind). It is useful to know the class of different R objects, so make good use of the class() function. [↑](#footnote-ref-76)
10. Thus, yet another way to invoke the 2nd column of ind is the following: ind[c(F, T, F)]! Here, T and F are shorthand for "TRUE" and "FALSE" respectively. [↑](#footnote-ref-77)