# 命令与正则

## NLTK正则相关词法分析器

## grep命令

**grep支持两种类型的正则匹配，一般的正则匹配和扩展的正则匹配。凡是表达式中用到了“+”，“？”，“\d”，“{}”时需要用egrep，其他情况用grep即可。**

### grep正则

|  |
| --- |
| # 匹配行首  **$ ls /etc | grep "^po"**  postfix  # 匹配行尾  **$ ls /etc | grep "conf$"**  asl.conf  autofs.conf  dnsextd.conf  kern\_loader.conf  man.conf  newsyslog.conf  nfs.conf  notify.conf  ntp-restrict.conf  ntp.conf  ntp\_opendirectory.conf  pf.conf  resolv.conf  rtadvd.conf  syslog.conf  # 匹配空行  **$ ls /etc | grep "^$"**  # 匹配某个词语  **$ ls /etc | grep "^ntp\.conf$"**  ntp.conf  # 匹配任意单个字符除了换行符\n  **$ ls /etc | grep "^ss."**  ssh  ssl  # 匹配0个或多个字符  **$ ls /etc | grep "^sss\*"**  ssh  ssl  # 字符集  **$ ls /etc | grep "^apache[0-9]"**  apache2 |

### egrep 正则

|  |
| --- |
| # 匹配数字  **$ ls /etc | egrep "apache\d+"**  apache2  # 匹配1个或多个字符  **$ ls /etc | egrep "^ss+"**  ssh  ssl  # 匹配0个或1个字符  **$ ls /etc | egrep "^ss?"**  security  services  shells  snmp  ssh  ssl  sudo\_lecture  sudoers  sudoers.d  syslog.conf |

### 简单示例

|  |
| --- |
| $ cat demo3.txt  ***No matter what you're look for, our motto is "keep it simple"***  ***Star by entering a basic name or word***  ***If you're looking for a place or product in a specific location,***  ***enter the name along with the town or zip code.***  **$ grep "lo\*king" demo3.txt**  If you're looking for a place or product in a specific location, |

|  |
| --- |
| $ cat demo4.txt  ***Intel:800-820-1100***  ***Abit:800-820-0323***  ***Asus:800-820-6655***  ***Sony:800-810-2228***  ***HP:8008100716***  ***IBM:800-810-1818#***  **$ egrep "800-\d{3}-\d{4}$" demo4.txt**  Intel:800-820-1100  Abit:800-820-0323  Asus:800-820-6655  Sony:800-810-2228 |

|  |
| --- |
| $ cat demo5.txt  ***020-85222213***  ***86754234***  ***800-820-1100***  ***8008100716***  ***abc123***  ***98-3876***  **$ egrep "^\d{3}" demo5.txt**  020-85222213  86754234  800-820-1100  8008100716 |

|  |
| --- |
| $ cat html.txt  ***<div class="kd-appbar"><div id='notify-box'>&nbsp;&nbsp;;<span class="notify">***  ***<span id="notify-text">&nbsp;&nbsp;</span></span></div>***  ***<div class="kd-appname-wrapper">&nbsp;&nbsp;***  ***<div class="goog-inline-block kd-appname" id="app-name">***  ***<div class="goog-inline-block goog-float-menu-button-dropdown">&nbsp;</div></div></div>***  **$ egrep "(&nbsp;){2}" html.txt**  <div class="kd-appbar"><div id='notify-box'>&nbsp;&nbsp;;<span class="notify">  <span id="notify-text">&nbsp;&nbsp;</span></span></div>  <div class="kd-appname-wrapper">&nbsp;&nbsp; |

|  |
| --- |
| $ cat ip.txt  ***202.116.3.2***  ***3.4.2***  ***10.0.0.1***  ***255.255.255.255.0***  ***256.45.2.1***  **$ egrep "(\d{1,3}\.){3}\d{1,3}" ip.txt**  202.116.3.2  10.0.0.1  255.255.255.255.0  256.45.2.1 |

## sed命令

### 基本语法

|  |
| --- |
| * sed [options] [script] ‘[address1 [, address2]] command [argument]’ [inputfiles…] * -n：取消默认输出 |

### 选择文本

|  |
| --- |
| * sed -n ‘[address1 [, address2]] p’ [inputfiles…] |

### 正则定位

正则表达式的语法如下

|  |
| --- |
| * /regexp/ |

常用正则表达式元字符如下所列

|  |
| --- |
| * 一般字符：字符本身就匹配字符本身 * \*：表示前置表达式重复0次或多次 * \+：匹配前置表达式1次或多次 * \?：匹配前置表达式0次或1次 * \{i\}：匹配前置表达式i次 * \{i,j\}：匹配前置表达式i次到j次 * \{i,\}：匹配前置表达式i次以上 * .：匹配任意字符 * ^：匹配行首字符 * $：匹配行尾字符 * []：匹配字符集 * [^]：匹配非字符集 * \n：匹配换行符 |

### 简单示例

|  |
| --- |
| # 匹配20020017的学生  $ cat students.txt  200200110 Abdul  200200164 Abram  200200167 Bartley  200200168 Bennett  200200172 Cecil  200200173 John  200200187 Cat  **$ sed -n '/^20020017/ p' students.txt**  200200172 Cecil  200200173 John |

## awk命令

目前，在绝大部分的Linux发行版中，默认安装的是gawk，即GNU awk。在许多Linux发行版中，/bin/awk命令是/bin/gawk命令的符号链接。

## vi命令

### 配置文件vimrc

|  |  |
| --- | --- |
| 显示文件名 | 设置~/.vimrc，添加set laststatus=2 |
|  |  |

### 快捷键

### 查找命令

|  |  |
| --- | --- |
| 查找斜线/ | /\/ |

## find命令

# scikit-learn

## 朴素贝叶斯

### MultinomialNB

原型

class sklearn.naive\_bayes.MultinominalNB(alpha=1.0, fit\_prior=True, class\_prior=None)

参数

|  |
| --- |
| * alpha: 一个浮点数，平滑值 * fit\_prior: 布尔值。如果为False，则不去学习，替代以均匀分布；如果为True，则去学习 * class\_prior: 一个数组。它指定了每个分类的先验概率，，…，。如果指定了该参数，则每个分类的先验概率不再从数据集中学得 |

属性

|  |
| --- |
| * class\_log\_prior\_: 一个数组对象，形状为(n\_classes,)。给出了每个类别调整后的经验概率分布的对数值 * feature\_log\_prob\_: 一个数组对象，形状为(n\_classes, n\_features)。给出了的经验概率分布的对数值 * class\_count\_: 一个数组，形状为(n\_classes,)，是每个类别包含的训练样本数量 * feature\_count\_: 一个数组，形状为(n\_classes, n\_features)。训练过程中，每个类别每个特征遇到的样本数 * **coef\_ : 将多项式模型解释为线性模型后的系数序列w1,w2,…,wn，每个类别的词语多项式权值向量，shpae=[类别数量，词汇表长度]** * **intercept\_: 将多项式模型解释为线性模型后的截距值b，每个类别的先验概率，shape=[类别数量]** |

注：关于coef\_和intercept\_两个属性的详细解释，可以参考J. Rennie et al. (2003), Tackling the poor assumptions of naive Bayes text classifiers, ICML，在这篇文章中，作者将朴素贝叶斯模型看成是线性模型，则它与线性支持向量机，逻辑回归，感知机等具有了相同的决策超平面。计算一篇文档属于某个类别c的概率公式，其中P(ci)是类别ci的先验概率，fi是词语i在文档d中的频率，n表示词汇表长度，Nci是词语i在类别c文档集中出现次数，Nc是类别c文档集中词语总数，alphai是词语i的先验概率估计值，一般情况取1（认为词语的出现服从均匀分布），alpha是所有alphai的和，在alphai取1的情况下，alpha取值为词汇表长度。训练的过程就是计算这些数值的过程，当计算完成后，也就得到了一个权值矩阵coef\_，以及类别的概率分布向量intercept\_，对于一篇测试文档，只要将它表示为词汇表向量（向量值为词语的文档频率），然后跟权值矩阵做一次乘法，即可得到该文档属于每个类别的概率值了，取其中值最大的类作为预测类别。

方法

|  |
| --- |
| * fit(X, y[, sample\_weight]): 训练模型 * partial\_fit(X, y[, classes, sample\_weight]): 追加训练模型。该方法主要用于大规模数据集的训练。此时可以将大数据集划分成若干个小数据集，然后在这些小数据集上连续调用partial\_fit方法来训练模型 * predict(X): 用模型进行预测，返回预测值 * predict\_log\_proba(X): 返回一个数组，数组的元素依次是X预测为各个类别的概率的对数值 * predict\_proba(X): 返回一个数组，数组的元素依次是X预测为各个类别的概率值 * score(X, y[, sample\_weight]): 返回在(X, y)上预测的准确率 |

### BernoulliNB

多变量贝努利将某类别下的文档的生成看作是做m次独立的贝努利试验，其中m是词汇表的长度，每次试验都通过抛硬币（当然实际要通过训练集统计）决定这次对应的词语是否在文本中出现。因此它的似然概率计算公式为P(t|c)=类c文档集中包含词t的文档数/类c文档集中文档总数。而多项式朴素贝叶斯将某类别下的文档的生成看成从词汇表中有放回的抽样，每次随机抽一个词出来，一共抽取文档长度次（单词个数）。因此它的似然概率计算公式为P(t|c)=类c文档集中词语t出现的次数/类c文档集中词语总数。

原型

class sklearn.naive\_bayes.BernoulliNB(alpha=1.0, binarize=0.0, fit\_prior=True, class\_prior=None)

参数

|  |
| --- |
| * alpha: 一个浮点数，平滑值 * binarize: 一个浮点数或者None * 如果为None，那么会假定原始数据已经二元化了 * 如果是浮点数，那么会以该数值为界，特征取值大于它的作为1；特征取值小于它的作为0。采取这种策略来二元化 * fit\_prior: 布尔值。如果为True，则不去学习，替代以均匀分布；如果为False，则去学习 * class\_prior: 一个数组。它指定了每个分类的先验概率，，…，。如果指定了该参数，则每个分类的先验概率不再从数据集中学得 |

属性

|  |
| --- |
| * class\_log\_prior\_: 一个数组对象，形状为(n\_classes,)。给出了每个类别调整后的经验概率分布的对数值 * feature\_log\_prob\_: 一个数组对象，形状为(n\_classes, n\_features)。给出了的经验概率分布的对数值 * class\_count\_: 一个数组，形状为(n\_classes,)，是每个类别包含的训练样本数量 * feature\_count\_: 一个数组，形状为(n\_classes, n\_features)。训练过程中，每个类别每个特征遇到的样本数 |

方法

|  |
| --- |
| * fit(X, y[, sample\_weight]): 训练模型 * partial\_fit(X, y[, classes, sample\_weight]): 追加训练模型。该方法主要用于大规模数据集的训练。此时可以将大数据集划分成若干个小数据集，然后在这些小数据集上连续调用partial\_fit方法来训练模型 * predict(X): 用模型进行预测，返回预测值 * predict\_log\_proba(X): 返回一个数组，数组的元素依次是X预测为各个类别的概率的对数值 * predict\_proba(X): 返回一个数组，数组的元素依次是X预测为各个类别的概率值 * score(X, y[, sample\_weight]): 返回在(X, y)上预测的准确率 |

## 支持向量机

### LinearSVC

LinearSVC实现了线性分类支持向量机，它是给根据liblinear实现的，可以用于二类分类，也可以用于多类分类。

原型

class Sklearn.svm.LinearSVC(penalty=’l2’, loss=’squared\_hinge’, dual=True, tol=0.0001, C=1.0, multi\_class=’ovr’, fit\_intercept=True, intercept\_scaling=1, class\_weight=None, verbose=0, random\_state=None, max\_iter=1000)

参数

|  |
| --- |
| * C:一个浮点数，惩罚参数 * loss: 字符串。表示损失函数。可以为如下 * ‘hinge’: 此时为合页损失函数（它是标准SVM的损失函数） * ‘squared\_hing’: 合页损失函数的平方 * penalty: 字符串。指定’l1’或者’l2’，惩罚的范数。默认为’l2’（它是标准SVC采用的） * dual: 布尔值。如果为true，则解决对偶问题；如果是false，则解决原始问题。当n\_samples>n\_features时，倾向于采用false * tol: 浮点数，指定终止迭代的阈值 * multi\_class: 字符串，指定多分类问题的策略 * ‘ovr’: 采用one-vs-rest分类策略； * ‘crammer\_singer’: 多类联合分类，很少用。因为它的计算量大，而且精度不会更佳，此时忽略loss,penalty,dual参数 * fit\_intercept: 布尔值。如果为true，则计算截距，即决策函数中的常数项；否则忽略截距 * intercept\_scaling: 浮点值。如果提供了，则实例X变成向量[X,intercept\_scaling]。此时相当于添加了一个人工特征，该特征对所有实例都是常数值。   当sel.fit\_intercept为True时，实例向量x变为[x, self. intercept\_scale]，例如：一个等于intercept\_scaling的常量“混合”特征将被附加到实例向量末尾。截距变成intercept\_scaling \*合成特征权重。注意!混合特征权重与其他特征一样，服从l1/l2正则化。**为了减少正则化对合成特征权重(也就是对截距)的影响，必须增加intercept\_scaling值**。   * class\_weight: 可以是个字典，或者字符串’balanced’。指定各个类的权重，若未提供，则认为类的权重为1 * 如果是字典，则指定每个类标签的权重； * 如果是’balanced’，则每个类的权重是它出现频率的倒数 * verbose: 一个整数，表示是否开启verbose输出 * random\_state: 一个整数或者一个RandomState实例，或者None * 如果为整数，则它指定随机数生成器的种子 * 如果为RandomState实例，则指定随机数生成器 * 如果为None，则使用默认的随机数生成器 * max\_iter: 一个整数，指定最大的迭代次数 |

其属性如下

|  |
| --- |
| * coef\_: 一个数组，它给出了各个特征的权重 * intercept\_: 一个数组，它给出了截距，即决策函数中的常数项 |

其方法如下

|  |
| --- |
| * fix(X,y): 训练模型 * predict(X): 用模型进行预测，返回预测值 * score(X,y[, sample\_weight]): 返回在(X, y)上预测的准确率 |

## 线性模型

### SGDClassifier

该类实现了用SGD方法进行训练的线性分类器（比如线性SVM，逻辑回归等）。模型每次使用一个样本来估计损失函数梯度。模型的学习速率会随着迭代地进行而减小。模型允许minibatch（在线/离线）学习，详见partial\_fit函数。在使用默认学习速率策略的情况下，为了达到最好的效果，数据应当具有零均值和单位方差。模型的输入数据应当是数组，元素类型为浮点数。算法拟合的模型类型由参数loss决定，默认情况下拟合线性支持向量机。正则化器是添加到损失函数中的罚项，该罚项会将参数向量**向零向量压缩**，罚项可以是平方的欧式2范数，也可以是绝对值1范数，还可以两者的结合。如果由于调节因子使得参数变成0向量，那么更新将被终止，以得到离散模型并实现在线特征选择。有关于损失函数与模型可以参考<https://www.cnblogs.com/massquantity/p/8964029.html>

原型

classsklearn.linear\_model.SGDClassifier(loss=’hinge’, penalty=’l2’, alpha=0.0001, l1\_ratio=0.15, fit\_intercept=True, max\_iter=None, tol=None, shuffle=True, verbose=0, epsilon=0.1, n\_jobs=1, random\_state=None, learning\_rate=’optimal’, eta0=0.0, power\_t=0.5, class\_weight=None, warm\_start=False, average=False, n\_iter=None)

参数

|  |
| --- |
| * loss：字符串，损失函数的类型。默认值为’hinge’ * ‘hinge’：合页损失函数，表示线性SVM模型 * ‘log’：对数损失函数，表示逻辑回归模型 * ‘modified\_huber’：’hing’和’log’损失函数的结合，表现两者的优点 * ‘squared\_hinge’：平方合页损失函数，表示线性SVM模型 * ‘perceptron’：感知机损失函数 * penalty：字符串，罚项类型 * ‘l2’：2-范数罚项，默认值，线性SVM的标准正则化函数 * ‘l1’：1-范数罚项 * ‘elasticnet’：l2和l1的组合。 * alpha：浮点数，罚项前的系数，默认值为0.0001。当参数learning\_rate被设置成optimal的时候，该参数参与learning\_rate值的计算 * l1\_ratio：浮点数，elasticnet罚项中l2和l1的权重。取值范围0<=l1\_ratio<=1。默认值为0.15 * fit\_intercept：布尔值，是否估计截距，如果为假，认为数据已经中心化 * max\_iter：整数，可选的。迭代的最大次数，只影响fit方法，默认值为5。从0.21版以后，如果参数tol不是空，则默认值为1000 * tol：浮点数或None，可选的。训练结束的误差边界。如果不是None，则当previous\_loss-cur\_loss<tol时，训练结束。默认值为None，从0.21版以后，默认值为0.001 * shuffle：布尔值，可选的。每轮迭代后是否打乱数据的顺序，默认为True * verbose：整数，可选的，控制调试信息的详尽程度 * n\_jobs：整数，可选的。训练多元分类模型时，使用CPUs的数量，-1为使用全部，默认值为1 * random\_state：打乱数据顺序的方式 * learning\_rate：字符串，可选的。学习速率的策略 * ‘constant’：eta=eta0 * ‘optimal’：eta=1.0/(alpha\*(t+t0))，默认值 * ‘invscaling’：eta=eta0/pow(t, power\_t) * eta0：浮点数，参与learning\_rate计算，默认值为0 * power\_t：参与learning\_rate计算，默认值为0.5 * class\_weight：词典{class\_label:weight}或’balanced’或None，可选的。类别的权重。如果为None，则所有类的权重为1，’balanced’则根据y自动调节权重，使其反比于类别频率n\_samples/(n\_classes\*np.bincount(y)) * warm\_start：布尔值，可选的。设置为True时，使用之前的拟合得到的解继续拟合 * average：布尔值，整数，可选的。True时，计算平均SGD权重并存储于coef\_属性中。设置为大于1的整数时，拟合使用过的样本数达到average时，开始计算平均权重 |

属性

|  |
| --- |
| * coef\_：数组，shape=(1, n\_features)二元分类；(n\_classes, n\_features)多元分类 * intercept\_：数组，决策函数中常量b。shape=(1, )二元分类；(n\_classes, )多元分类 * n\_iter：整数，训练结束时，实际的迭代次数。对于多元分类来说，该值为所有二元拟合过程中迭代次数最大的 * loss\_function\_：使用的损失函数 |

方法

|  |
| --- |
| * decision\_function(X)：对样本预测置信度得分 * densify()：将协方差矩阵转成数组 * fit(X, y[, coef\_init, intercept\_init\_,…])：随机梯度下降法拟合线性模型 * get\_params([deep])：返回分类器参数 * partial\_fit(X, y[, classes, sample\_weight])：增量拟合 * score(X, y[, sample\_weight])：返回模型平均准确率 * set\_params(\*args, \*\*kwargs)：设置模型参数 * sparsify()：将未知数矩阵w转成稀疏格式 |

## K-Means聚类（KMeans）

原型为：

class sklearn.cluster.Kmeans(n\_cluster=8, init=’k-means++’, n\_init=10, max\_iter=300, tol=0.0001, precompute\_distances=’auto’, verbose=0, random\_state=None, copy\_x=True, n\_jobs=1)

参数

|  |
| --- |
| * n\_cluster: 一个整数，指定分类簇的数量 * init: 一个字符串，指定初始均值向量的策略。可以为如下： * ‘k-means++’: 初始化策略选择的初始均值向量之间距离较远，它的效果较好 * ‘random’: 从数据集中随机选择K个样本作为初始均值向量 * 或者提供一个数组，数组的形状为(n\_clusters.n\_features)，该数组作为初始均值向量   注：K均值算法总能够收敛，但是其收敛情况高度依赖于初始化的均值。有可能收敛到局部极小值。因此通常都是用多组初始化均值向量来计算若干次，选择其中最优的那一次。而k-means++策略选择的初始均值向量可以在一定程度上解决这个问题。   * n\_init: 一个整数，指定了K均值算法运行的次数。每一次都会选择一组不同的初始化向量，最终算法会选择最佳的分类簇作为最终的结果 * max\_iter: 一个整数，指定了单轮k均值算法中，最大的迭代次数。算法总的最大迭代次数为max\_iter\*n\_init * precompute\_distances: 可以为布尔值或者字符串’auto’。该参数指定是否提前计算好样本之间的距离（如果提取计算距离，则需要更多的内存，但是算法会运行得更快） * ‘auto’: 如果n\_samples\*n\_clusters>12million，则不提前计算 * True: 总是提前计算 * False: 总是不提前计算 * tol: 一个浮点数，指定了算法收敛的阈值 * n\_jobs: 一个正数。指定任务并行时指定的CPU数量。如果为-1则使用所有可用的CPU * verbose: 一个整数。如果为0，则不输出日志信息；如果为1，则每隔一段时间打印一次日志信息；如果大于1，则打印日志信息更频繁 * random\_state: 一个整数或者一个RandomState实例，或者None * 如果为整数，则它指定了随机数生成器的种子 * 如果为RandomState实例，则指定了随机数生成器 * 如果为None，则使用默认的随机数生成器 * copy\_x: 布尔值，主要用于precompute\_distances=True的情况 * 如果为True，则预计算距离的时候，并不修改原始数据 * 如果为False，则预计算距离的时候，会修改原始数据用于节省内存；然后当算法结束的时候，会将原始数据还原。但是可能会因为浮点数的表示，会有一些精度误差 |

属性

|  |
| --- |
| * cluster\_centers\_: 给出分类簇的均值向量 * labels\_: 给出了每个样本所属的簇的标记 * inertia\_: 给出了每个样本距离它们各自最近的簇中心的距离之和 |

方法

|  |
| --- |
| * fit(X[,y]): 训练模型 * fit\_predict(X[,y]): 训练模型并预测每个样本所属的簇 * predict(X): 预测样本所属的簇 * score(X[,y]): 给出了样本距离各簇中心的偏移量的相反数 |

## 数据集

### 有关数据集的工具类

clearn\_data\_home 清空指定目录

get\_data\_home 获取sklearn数据根目录

load\_files 加载类目数据

dump\_svmlight\_file 转化文件格式为svmlight/libsvm

load\_svmlight\_file 加载文件并进行格式转换

load\_svmlight\_files 加载文件并进行格式转换

#### load\_files

**load\_files函数用于加载多类目文件到内存中。适合于读取分类问题的训练语料。语料的目录结构应该是，根目录中存储所有类别的目录，在每个类别的目录中，以文件的形式存储所有文本，一个文本占用一个文件。**

原型

sklearn.datasets.load\_files(*container\_path*, *description=None*, *categories=None*, *load\_content=True*, *shuffle=True*, *encoding=None*, *decode\_error=’strict’*, *random\_state=0*)

参数

|  |
| --- |
| * container\_path：字符串。分类语料的根目录 * categories：字符串集合或None。默认为None * 如果为None，则所子目录也就是所有类别的语料都被加载进来； * 如果为字符串的集合，则指定的子目录（类别）下的语料被加载，其他子目录下的语料忽略掉 * encoding：字符串或者None。默认为None * 如果为None，不解码读入的文件； * 如果为字符串，则按照字符串表示的编码类型解码读入的文件 * decode\_error：’strict’,’ignore’,’replace’，给出当遇到非指定编码字符时所做的操作 * random\_state：一个整数或者一个RandomState实例，或者None * 如果为整数，则它指定随机数生成器的种子 * 如果为RandomState实例，则指定随机数生成器 * 如果为None，则使用默认的随机数生成器np.random |

返回

|  |
| --- |
| Bunch类型实例，它具有的属性如下   * data：列表，每个元素是字符串形式的一个原始文本 * target：列表，每个元素是data列表中对应位置的文本的类别编号 * target\_names：字典，键为类别编号，值为对应的类别名称 |

### 有关文本分类聚类数据集

fetch\_20newsgroups 新闻文本分类数据集

fetch\_20newsgroups\_vectorized 新闻文本向量化数据集

fetch\_rcv1 路透社英文新闻文本分类数据集

### 有关人脸识别的数据集

fetch\_lfw\_pairs 人脸数据集

fetch\_lfw\_people 人脸数据集

fetch\_olivetti\_faces 人脸数据集

### 有关图像的数据集

load\_sample\_image 图像数据集

load\_sample\_images 图像数据集

load\_digits 手写体数据集

### 有关医学的数据集

load\_breast\_cancer 乳腺癌数据集

load\_diabetes 糖尿病数据集

load\_linnerud 体能训练数据集

### 其他数据集

load\_wine 葡萄酒数据集

load\_iris 鸢尾花数据集

load\_boston 波士顿房屋数据集

fetch\_california\_housing 加利福尼亚房屋数据集

fetch\_kddcup99 入侵检测数据集

fetch\_species\_distribution 物种分布数据集

fetch\_covtype 森林植被数据集

load\_mldata mldata.org在线下载的数据集

## 模型选择

模型选择部分包含有以下几个模块：模块1数据拆分类；模块2数据拆分函数；模块3超参调优类；模块4模型验证类。这里介绍模块1和模块2的两个代表函数。

1. StratifiedShuffleSplit
2. train\_test\_split

### StratifiedShuffleSplit

分层随机分割交叉验证器可以将数据分割为训练集和测试集，不过它只提供训练集/测试集数据在原始数据集中的位置索引。由该类生成的交叉验证对象融合了StratifiedKFold和ShuffleSplit两个函数的功能，该对象返回分层随机折，对像通过对每一类保留一定比例的样本生成折。注意：同随机分割一样，分层随机分割不保证所有折都是不同的，即使对于大数据集也不例外。

原型为

class sklearn.model\_selection.StratifiedShuffleSplit(n\_splits=10, test\_size=’default’, train\_size=None, random\_state=None)

参数

|  |
| --- |
| * n\_splits：整数，默认值为10。重新打乱分割的迭代次数 * test\_size：浮点数，None。分割后的测试集大小，默认为浮点数0.1（train\_size没有被设置，否则为训练集大小的补集） * 如果为浮点数，取值范围在0.0到1.0之间，表示分割后的测试集占总数据集的比例； * 如果为整数，表示分割后的测试集含有的绝对样本数； * 如果为None，分割后的测试集大小为训练集大小的补集 * train\_size：浮点数，整数或None。默认为None * 如果为浮点数，取值范围在0.0到1.0之间，表示分割后的训练集占总数据集的比例； * 如果为整数，表示分割后的训练集含有的绝对样本数； * 如果为None，分割后的训练集大小为测试集大小的补集 * random\_state：一个整数或者一个RandomState实例，或者None * 如果为整数，则它指定随机数生成器的种子 * 如果为RandomState实例，则指定随机数生成器 * 如果为None，则使用默认的随机数生成器np.random |

方法

|  |
| --- |
| * get\_n\_splits(X=None, y=None, groups=None)：返回打乱迭代次数，所有参数都可省略 * split(X, y, groups=None)：返回生成分割后的训练和测试集的索引 * X：原始数据集的数据部分 * y：原始数据集的类别标记部分 * groups：没有用，仅为兼容性保留   注意：随机交叉验证分割起每次调用split方法都可能会返回不同的分割结果，可以通过将参数random\_state设置为一个整数使结果保持不变 |

### train\_test\_split

将矩阵或数组随机拆分成训练和测试数据集。

参数

|  |
| --- |
| * \*arrays：输入数据。允许的输入类型有list, numpy arrays, scipy-sparse matrices或pandas dataframes * test\_size： * 浮点数：（可选的）取值范围0.0到1.0之间，表示测试集占总数据集的比例。如果参数train\_size没有被说明，则默认值为0.25，否则测试集为训练集补集 * 整数：表示测试集所含样本的数量 * None：被设置为train\_size大小的训练集的补集 * train\_size：浮点数，整数或None，默认为None * 浮点数：取值范围0.0到1.0之间，表示训练集占总数据集的比例。 * 整数：表示训练集所含样本的数量 * None：被设置为test\_size大小的测试集的补集 * random\_state：打乱数据顺序的方法 * shuffle：布尔值（可选的）默认值为True。在拆分数据之前是否打乱顺序。如果shuffle为False，那么stratify参数必须为None * stratify：类数组或None，默认为None。如果不是None，则数据被拆分为分层形式，使用这些作为类标记 |

返回

|  |
| --- |
| * splitting：列表，长度=2\*len(arrays)，返回的拆分后的数据 |

## 特征抽取

sklearn的特征抽取工具为后续分类或聚类提供了所需的基本操作。它的主要目的是将文本转换为数值向量。在sklearn特征抽取工具中有两个类和两个子模块，两个类分别为sklearn.feature\_extraction.DictVectorizer类和sklearn.feature\_extraction.FeatureHasher类。两个子模块分别为sklearn.feature\_extraction.image和sklearn.feature\_extraction.text。sklearn.feature\_extraction.DictVectorizer类将“特征名:特征值”映射列表转换为Numpy数组或Scipy.sparse矩阵，以便sklearn的估计器使用。sklearn.feature\_extraction.FeatureHasher类将符号名特征列表转换为Scipy.sparse矩阵，该类是对DictVectorizer和CountVectorizer两个类在内存消耗上的替代方法，例如：在嵌入式设备上运行预测代码。子模块sklearn.feature\_extraction.image汇聚了从图像抽取特征的实用工具（utilities）。子模块sklearn.feature\_extraction.text中汇聚了从文档集构建特征向量的实用工具，当前提供了4种实用工具分别为

1. sklearn.feature\_extraction.text.CountVectorizer
2. sklearn.feature\_extraction.text.HashingVectorizer
3. sklearn.feature\_extraction.text.TfidfTransformer
4. sklearn.feature\_extraction.text.TfidfVectorizer

### TfidfVectorizer

今天我们介绍另外一种词袋模型的sklearn实现，今天介绍的词袋模型特征还是由词组成，但是每篇文本的各维度向量值跟昨天介绍的[baiziyu：sklearn——CountVectorizer](https://zhuanlan.zhihu.com/p/59413389) 不一样，在CountVectorizer中，每个文本的各维度值是特征词在文本中的出现次数，今天介绍的TfidfVectorizer，每个文本的各维度值是特征词的Tfidf值。区别很明显，除了考虑特征词在文本中的出现频率外，还考虑了词语在文档集中的分布情况（也就是idf值）。TfidfVectorizer我们已经在[baiziyu：文本分类示例1——英文新闻文本分类](https://zhuanlan.zhihu.com/p/58180474) 这篇文章中应用过了，大家可以查看示例代码。从上边的介绍不难看出，TfidfVectorizer和CountVectorizer的区别不是很大，两个类的参数、属性以及方法都是差不多的，因此我们只介绍TfidfVectorizer中独有的特性，其他的请参考昨天的文章[baiziyu：sklearn——CountVectorizer](https://zhuanlan.zhihu.com/p/59413389) 。

原型为

classsklearn.feature\_extraction.text.TfidfVectorizer(input=’content’, encoding=’utf-8’, decode\_error=’strict’, strip\_accents=None, lowercase=True, preprocessor=None, tokenizer=None, analyzer=’word’, stop\_words=None, token\_pattern=’(?u)\b\w\w+\b’, ngram\_range=(1, 1), max\_df=1.0, min\_df=1, max\_features=None, vocabulary=None, binary=False, dtype=<class ‘numpy.int64’>, norm=’l2’, use\_idf=True, smooth\_idf=True, sublinear\_tf=False)

参数

|  |
| --- |
| * input：字符串，可选值{‘filename’, ‘file’, ‘content’}，指定传给fit函数的参数的类型，默认选项为’content’ * ‘filename’：传给fit函数的实参为文件名列表 * ‘file’：传给fit函数的实参为拥有’read’方法的序列项 * ‘content’：传给fit函数的实参为字符串序列或字节串序列 * encoding：字符串，默认值为’utf-8’，如果fit函数接收的实参为文件或字节序列，则使用这里指定的编码类型 * decode\_error：字符串，可选值{‘strict’, ‘ignore’, ‘replace’}，默认值为None什么也不做 * strip\_accents：字符串，可选值{‘ascii’, ‘unicode’, ‘None’}，默认值为None。在预处理过程中去除音调（重音）。’ascii’方法是最快的，但它只适用于拥有直接ASCII映射的字符；’unicode’方法稍慢，但适用于任何字符；’None’默认值什么也不做。 * analyzer：字符串，可选值为{‘word’, ‘char’}或可调用对象 * ‘word’：特征由词构成 * ‘char’：特征由ngrams字符构成 * 可调用对象：直接由该函数从语料中抽取出特征序列 * preprocessor：可调用对象或None，默认值为None，在分词(tokenizing)和生成ngrams时覆盖预处理步骤 * tokenizer：可调用对象或None，默认值为None，在预处理(preprocessing)和生成ngrams时覆盖分词步骤。只有在参数analyzer取值为’word’时，该参数才有作用 * ngram\_range：元组(min\_n, max\_n)抽取出ngrams的元个数的下限和上限。所有的符合min\_n<=n<=max\_n数量的ngrams都将被抽取出来 * stop\_words：字符串，可选值{‘english’}，列表或None，默认值为None * 如果为字符串，则使用内部支持的字符串指定的语种的停用词表 * 如果为列表，列表中的词语为停用词 * 如果为None，不使用停用词。此时可以借助参数max\_df[0.7,1.0]来根据文档频率自动检测和过滤停用词 * lowercase：布尔值，默认值为True。在进行分词之前将所有字符转为小写 * token\_pattern：字符串。表示一个词的正则表达式，只有当analyzer为’word’时，该参数才起作用。默认正则表达式将词看成由2个或更多的字母数字构成的串，标点被忽略并且被当作词分隔符 * max\_df：浮点数，取值范围[0.0,1.0]或整数，默认值为1.0,当构建词汇表时，词语文档频率高于max\_df，则被过滤。当为整数时，词语文档频次高于max\_df时，则被过滤。当vocabulary不是None时，该参数不起作用 * min\_df：浮点数，取值范围[0.0,1.0]或整数，默认为1，该参数除了指下限其他都同max\_df * max\_features：整数或None，默认为None。根据term frequence排序后的vocabulary的前max\_features个词作为vocabulary。如果参数vocabulary不是None，则该参数不起作用 * vocabulary：dict结果的词典键为词语，值为该词语在文档词矩阵中的索引；也可以是term的可迭代对象 * binary：布尔值，默认为False。如果为True，则所有非0词特征都被置为1。这不意味着输出只有0，1两种值，只有tf\_idf中的tf是二值的 * dtype：指定由fit\_transform()或transform()返回的矩阵类型 * norm：规范化数据的范数，’l1’，’l2’或None * use\_idf：布尔值，默认为True。使用逆文档频率重新加权 * smooth\_idf：布尔值，默认为True。通过对文档频率加1来平滑idf权值，好像有一篇包含有训练集中所有词种各1次的文档被加到了训练集中 * sublinear\_tf：布尔值，默认为False。应用sublinear tf值尺度变化，例如用1+log(tf)取代tf |

属性

|  |
| --- |
| * vocabulary\_：词典dict，索引：特征词的映射 * idf\_：数组，长度为特征数量 * stop\_words\_：集合set。被滤掉的词，这些词可能是（1）太多文本中包含该词(max\_df)；（2）太少文本中包含该词(min\_df)；（3）被特征选择截断(max\_features)；该属性只有在没有给定vocabulary参数的时候才有意义。注意：stop\_words\_属性可以变大，并在pickle时增加模型大小。此属性仅用于自省，可以使用delattr安全地删除或在pickle之前设置为None |

方法

|  |
| --- |
| * build\_analyzer()：返回1个可调用句柄进行预处理和分词 * build\_preprocessor()：在分词前，返回1个函数来预处理文本 * build\_tokenizer()：返回1个函数来文本分词 * decode(doc)：Decode输入到unicode字符串 * fit(raw\_documents[,y])：从训练集学习词汇表和idf * fit\_transform(raw\_documents[,y])：学习词汇表和idf，返回文档词矩阵 * get\_feature\_names()：按文档-词矩阵中词语顺序的词语列表 * get\_params([deep])：获取实例的参数 * get\_stop\_words()：构建或获取有效停用词列表 * inverse\_transform(X)：返回某篇训练文档向量中的非0特征值所对应的特征词列表 * set\_params(\*\*params)：设置实例的参数 * transform(raw\_documents, copy=True)：变换文档到文档词矩阵，此处使用词汇表和文档频率由fit函数或fit\_transform函数学习到 |

### CountVectorizer

从今天开始将介绍sklearn中有关文本分类和聚类的相关类。CountVectorizer类可以构建词袋模型（计数）或one-hot模型。

classsklearn.feature\_extraction.text.CountVectorizer(input=’content’, encoding=’utf-8’, decode\_error=’strict’, strip\_accents=None, lowercase=True, preprocessor=None, tokenizer=None, stop\_words=None, token\_pattern=’(?u)\b\w\w+\b’, ngram\_range=(1, 1), analyzer=’word’, max\_df=1.0, min\_df=1, max\_features=None, vocabulary=None, binary=False, dtype=<class ‘numpy.int64’>)

参数

|  |
| --- |
| * input：字符串，可选值{‘filename’, ‘file’, ‘content’}，指定传给fit函数的参数的类型，默认选项为’content’ * ‘filename’：传给fit函数的实参为文件名列表 * ‘file’：传给fit函数的实参为拥有’read’方法的序列项 * ‘content’：传给fit函数的实参为字符串序列或字节串序列 * encoding：字符串，默认值为’utf-8’，如果fit函数接收的实参为文件或字节序列，则使用这里指定的编码类型 * decode\_error：字符串，可选值{‘strict’, ‘ignore’, ‘replace’}，默认值为None什么也不做 * strip\_accents：字符串，可选值{‘ascii’, ‘unicode’, ‘None’}，默认值为None。在预处理过程中去除音调（重音）。’ascii’方法是最快的，但它只适用于拥有直接ASCII映射的字符；’unicode’方法稍慢，但适用于任何字符；’None’默认值什么也不做。 * analyzer：字符串，可选值为{‘word’, ‘char’}或可调用对象 * ‘word’：特征由词构成 * ‘char’：特征由ngrams字符构成 * 可调用对象：直接由该函数从语料中抽取出特征序列 * preprocessor：可调用对象或None，默认值为None，在分词(tokenizing)和生成ngrams时覆盖预处理步骤 * tokenizer：可调用对象或None，默认值为None，在预处理(preprocessing)和生成ngrams时覆盖分词步骤。只有在参数analyzer取值为’word’时，该参数才有作用 * ngram\_range：元组(min\_n, max\_n)抽取出ngrams的元个数的下限和上限。所有的符合min\_n<=n<=max\_n数量的ngrams都将被抽取出来 * stop\_words：字符串，可选值{‘english’}，列表或None，默认值为None * 如果为字符串，则使用内部支持的字符串指定的语种的停用词表 * 如果为列表，列表中的词语为停用词 * 如果为None，不使用停用词。此时可以借助参数max\_df[0.7,1.0]来根据文档频率自动检测和过滤停用词 * lowercase：布尔值，默认值为True。在进行分词之前将所有字符转为小写 * token\_pattern：字符串。表示一个词的正则表达式，只有当analyzer为’word’时，该参数才起作用。默认正则表达式将词看成由2个或更多的字母数字构成的串，标点被忽略并且被当作词分隔符 * max\_df：浮点数，取值范围[0.0,1.0]或整数，默认值为1.0,当构建词汇表时，词语文档频率高于max\_df，则被过滤。当为整数时，词语文档频次高于max\_df时，则被过滤。当vocabulary不是None时，该参数不起作用 * min\_df：浮点数，取值范围[0.0,1.0]或整数，默认为1，该参数除了指下限其他都同max\_df * max\_features：整数或None，默认为None。根据term frequence排序后的vocabulary的前max\_features个词作为vocabulary。如果参数vocabulary不是None，则该参数不起作用 * vocabulary：dict结果的词典键为词语，值为该词语在文档词矩阵中的索引；也可以是term的可迭代对象 * binary：布尔值，默认为False。如果为True，则所有非0词特征都被置为1。这不意味着输出只有0，1两种值，只有tf\_idf中的tf是2gram的   dtype：指定由fit\_transform()或transform()返回的矩阵类型 |

属性

|  |
| --- |
| * vocabulary\_：词典dict，索引：特征词的映射 * stop\_words\_：集合set。被滤掉的词，这些词可能是（1）太多文本中包含该词(max\_df)；（2）太少文本中包含该词(min\_df)；（3）被特征选择截断(max\_features)；该属性只有在没有给定vocabulary参数的时候才有意义。注意：stop\_words\_属性可以变大，并在pickle时增加模型大小。此属性仅用于自省，可以使用delattr安全地删除或在pickle之前设置为None |

方法

|  |
| --- |
| * build\_analyzer()：返回1个可调用句柄进行预处理和分词 * build\_preprocessor()：在分词前，返回1个函数来预处理文本 * build\_tokenizer()：返回1个函数来文本分词 * decode(doc)：Decode输入到unicode字符串 * fit(raw\_documents[,y])：从训练集学习词汇表和idf * fit\_transform(raw\_documents[,y])：学习词汇表和idf，返回文档词矩阵 * get\_feature\_names()：按文档-词矩阵中词语顺序的词语列表 * get\_params([deep])：获取实例的参数 * get\_stop\_words()：构建或获取有效停用词列表 * inverse\_transform(X)：返回每篇文档中的非0特征词 * set\_params(\*\*params)：设置实例的参数 * transform(raw\_documents, copy=True)：变换文档到文档词矩阵，此处使用词汇表和文档频率由fit函数或fit\_transform函数学习到 |

## 模型评价

评价方法分为以下几个模块：分类评价、聚类评价等。

### confusion\_matrix

**原型**

sklearn.metrics.confusion\_matrix(y\_true, y\_pred, labels=None, sample\_weight=None)

**参数**

|  |
| --- |
| * **y\_true：数组，实例的实际类别序列** * **y\_pred：数组，实例的预测类别序列** * **labels：需要统计出的类别名称列表。如果为None则在y\_true或y\_pred中出现过的类别都将排序后作为统计类别** * **sample\_weight：类数组，shape=样本数量，可选的** |

**返回**

|  |
| --- |
| * C：数组，shape=[类别数量，类别数量]。混淆矩阵 |

### classification\_report

原型

sklearn.metrics.classification\_report(y\_true, y\_pred, labels=None, target\_names=None, sample\_weight=None, digits=2)

参数

|  |
| --- |
| * y\_true：1维数组或标签指示数组/离散矩阵，样本实际类别值列表 * y\_pred：1维数组或标签指示数组/离散矩阵，样本预测类别值列表 * labels：数组shape=类别数量，需要在报告中给出的类别名称列表 * target\_names：字符串列表，预测类别号对应的类别名称列表 * sample\_weight：类数组，shape=样本数，样本权重 * digits：整数，分类报告中浮点数保留的小数位数，默认值为2 |

返回

|  |
| --- |
| * report：字符串，报告内容包括precision、recall、F值、宏平均macro avg、微平均micro avg |

### roc\_curve

注意：这个实现被限制在二元分类任务上。

原型

sklearn.metrics.roc\_curve(y\_true, y\_score, pos\_label=None, sample\_weight=None, drop\_intermediate=True)

参数

|  |
| --- |
| * y\_true：数组，shape=样本数量。实例的实际类别。可取值为{0,1}或{-1,1}。如果类别标记不是二元的，则参数pos\_label应该显式给出 * y\_score：数组，shpae=样本数量。分类器预测分值 * pos\_label：整数或字符串默认为None。说明正类的标记 * sample\_weight：类数组，shape=样本数量，可选参数。样本权重 * drop\_intermediate：布尔值，可选参数，默认为True。是否放弃一些次要的点，使ROC曲线清晰 |

返回

|  |
| --- |
| * fpr：数组，每一点的假正率 * tpr：数组，每一点的真正率 * thresholds：数组。用于计算fpr和tpr的决策函数阈值 |

### auc

计算auc值

原型

sklearn.metrics.auc(x, y, reorder=False)

参数

|  |
| --- |
| * x：数组，fpr数组 * y：数组，tpr数组 |

返回

|  |
| --- |
| * auc：浮点数，auc值 |

# 隐马分词

# 最大熵词性标注

# 条件随机场实体识别

# 项目实践

## 商品标题类目预测

电商商品种类一般在千万数量级，将商品按类别进行分类是十分必要的。商品分类后不仅利于人员维护，而且有利于提高检索效率。针对这种候选类别非常多的类目预测需求，寻求一种既准确又高效还便于及时干预的类目预测方法是必要的，因此通常选择朴素贝叶斯方法。该方法比起支持向量机，感知机等2类分类模型，在训练时间以及数据均衡等问题上都表现出优势。2类分类算法在解决多类目预测问题时，在训练阶段使用n-1个2类分类器（n为类目数量），在预测阶段通过投票决定预测结果，这不仅延长了训练时间，也延长了预测时间。同时每个2类分类器的训练数据也是不平衡的，这使得原本均衡的训练数据变得不再平衡。朴素贝叶斯方法的另一个优势是原理清晰明了，易于开发人员使用自己熟悉的高效的编程语言实现训练和预测功能。针对这种千级类目数量，在训练阶段可以引入多线程技术来加快训练时间。同样在进行批量预测时，也可以利用多线程编程技术来提升预测效率。由于原理清楚，在遇到badcase时，可以快速定位到词一级别的问题，便于人工干预修正错误。

对于任何机器学习方法，已标注的大量数据是必需的。经验表明，提高数据质量，往往比换模型更有效。训练数据方面，通常电商商品的类目是已知的，虽然有一些类目下会有一小部分商品的类目标签是错误的，但可以通过关键词过滤技术在一定程度上过滤掉这些杂乱数据。一般情况下，要求数据量和类目数量呈正相关。也就是说，类目数量越多，每个类目下的数据量就要准备得更多。对于类目数量为千一级的情况，每个类目下准备万级数据量大概是合适的。在实践过程中，训练阶段没有进行商品标题去重操作，去重是否有利于提高预测准确率还有待实践证明。从表面来看，如果某些商品标题中的词语，对于本类目没有明显指征作用但对于其他类目反倒有表征作用，那么这样的商品数量较多时，势必会对分类造成干扰。

任何针对文本的分类方法，在预处理后所要解决的问题就是文本的数值表示，这一过程可以叫做嵌入表示，特征抽取。即使是时下很流行的word2vec方法，特征词的选择也是必要的。特征抽取方法一般有卡方检测法，互信息法，tf-idf法。他们的核心思想都是利用统计方法，找出与类目关联性最强的词语，滤掉对类目没有指征作用的词语。在商品类目预测实践中，往往标题中的核心物品词就是特征词语。因此前期可以通过大量人工总结得到核心物品词词典。在这里有一个实际问题，也就是含有多个核心物品词的商品标题，往往分类器无法准确预测类目标签。这种商品标题的示例有“沃尔电话电视插座网络电视接口面板开关插座网线电话电视插 86型 香槟金 **电话**电视**插座**”，“佳能 Canon 单反**相机包**200D 1500D 800D 750D 77D 80D M3/M5/M6**相机涤纶**机身附件”。可能的解决方案有两种。但是前期需要人工整理出这些含有多个核心物品词且预测错误的商品标题，构成一个易错集合。在这份数据上使用窗口短语抽取方法而不是常见的连续2gram法抽取固定搭配。窗口短语抽取法的优势在于，不仅可以抽取出连续2gram词，还可以抽取出在窗口内共现频繁的非连续词。把搭配当作一个词语处理，这样应当可以在一定程度上缓解多物品词预测不准的问题。另外一种方案是利用序列标注算法识别核心物品词。但是这种方法对于非连续搭配可能解决不好。

当类目数量很多时，势必会有相似类目出现。化繁为简的方法在这里将得到应用。也就是采用分层的方法。首先将类目按照相似性进行合并，这个过程可以通过人工方法，也可以利用聚类方法实现。此时对于首层分类器，它的类目数量将会大幅度减少，从而必然会提高分类精度。在第2层中，对每个簇训练一个分类器，实现最终的预测。

## dx类目预测

类目系统已知，类目之间互斥，类目数量33个，没有标注数据，只有1000万未标注数据。首先使用kmeans聚类出一定数量的簇，人工将簇内数据放到合适的类目下，构成训练集。

## dx情感分析

![](data:image/png;base64,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)情感分析的应用场景很多，下边介绍几种。第1种电子商务方面，利用文本情感分析技术对产品评论观点进行组织和分类。第2种社会舆情分析方面，利用文本情感分析技术，可以更加及时地了解网络民意，使民间智慧与官方智慧良性互动。第3种影视评价方面，文本情感分析技术可以实现影评的自动分类，有利于用户快速浏览正反两方面的评论意见，减少观看影视时的盲目性。 第4种酒店服务评价。酒店可以根据用户的评论，了解他们的现实需求，根据需求提升酒店在相关问题上的服务质量。情感分析分为以下三个分支任务包括主客观文本分类、情感极性判别和情感强度判别。情感分析的任务可以用左图表示：第1部分主客观文本分类，它的主要任务是判断一个句子是否带有主观评价色彩。往往这样的句子中会含有特定类别的词语，因此可以从词语级进行判断。这些词语大致可以分为三类，第1类就是中英文情感词，第2类是正负评价词，第3类是中英文主张词。最后对于一句话，通过统计情感词含量来判断它是否属于主观文本。至此，第1部分的工作结束，这1部分也可以看作是系统的预处理过程，也就是说当输入的文本是客观表述时，不需要后续的处理，直接认为它的情感是中性的。第2部分就是情感分类了。在这里主要使用机器学习方法，对一句话进行正负类别预测，也就是极性判别。常见的适用于情感分类的机器学习方法有朴素贝叶斯，线性SVM，nbsvm，fastText，LSTM。另外一种针对情感分类的方法就是通过语义层面判别，主要是统计情感词数量。除了极性判别以外，还有情感强度计算，也就是通过强度词来衡量一个句子的情感强度。

### 情感词汇资源

在英文词汇资源方面，主要有General Inquirer（GI）和WordNet，其中GI词典（1966年开发）是英文文本情感分析研究中常用的基础资源之一。该词典包含182个词语类目以及11788个英语词汇。其中，有1915个词汇标注了“褒义”属性，2291个词语标注了“贬义”属性。对于一个词汇的多个义项，词典中将之作为不同条目列出，用于区分某个词语在特定义项或词性上体现的不同褒贬属性。GI的构建依赖手工标注，这些手工标注的词语情感倾向信息成为许多相关实验和研究的基础。

可用于情感词词表的构建的中文资源有以下几种：

（1）知网（HowNet）知网是一个以汉语和英语所代表的概念为描述对象，以表示概念与概念之间，以及概念所具有的属性之间的关系为基本内容的常识知识库。知网2007版情感分析用词语集提供了正面评价词3730个，负面评价词3116个，正面情感词836个，负面情感词1254个。这里的评价词是指消费者对产品及其特征发表的“肯定”或“否定”的评价，情感词是指对评论涉及的主题进行各种情感表达。

（2）《学生褒贬义词典》（张伟，2004）该词典收录了含有褒义或贬义的双音词、成语和惯用语共1672条，其中，褒义词728条，贬义词942条，兼具褒贬义的词2条。其中形容词446条，名词257条，动词393条。该词典的优点在于每个词条不仅标注了词性和褒贬色彩（褒义和贬义），还为词条标注了感情特点（赞扬、喜爱、批评、厌恶）和近义词等信息。

（3）《褒义词词典》（史继林，2005）。该词典共收录了5067个词条。

（4）《贬义词词典》（杨玲，2005）。该词典共收录了3495个词条。

获取词典资源，用于主客观评论分类

<https://download.csdn.net/download/kjp330/10106176>

获取语料

|  |  |
| --- | --- |
| 新浪微博开放平台 | <http://open.weibo.com/?sudaref=www.baidu.com&display=0&retcode=6102> |
| SemEval-2016 | <http://alt.qcri.org/semeval2016/task5/index.php?id=data-and-tools> |
| 500万条微博语料 | <https://blog.csdn.net/karamos/article/details/80132231> |
| 中文情感分析语料整理 | <https://download.csdn.net/download/xhyqlbd/10600730> |

### 模糊情感本体构建

1. 构建情感本体的目的

构建模糊情感本体目标是从语义层面明确情感术语，给出术语及其相互关系定义，实现对情感语义的理解（之后就可以利用情感本体实现句子情感分析，而不需要标注的训练集，这样可以在没有训练集的情况下，自动构建情感分析用训练集）。

1. 情感本体模型

模糊情感本体模型FEO=(B,R,E)。其中B(编号，词条，英语，词性，录入者，版本信息)，R(同义词汇集)，E(情感类型，隶属度)。下面依次说明各项意义。

编号：情感词的顺序标记

词条：词语

英语：词语对应的英文单词

词性：相同词语在不同上下文表现不同词性，也就具有了不同的情感类，进而具有不同的情感极性

录入者：便于统计和查证

版本信息：记录情感词汇来源

同义词汇集：体现本体中的关系，同义关系

情感类型：

1. 评价词大类

好和坏两个小类

1. 情感词大类

积极子类

期待、高兴、喜爱3个小类

消极子类

伤心、生气、讨厌3个小类

积极或消极子类

惊讶、焦虑2个小类

隶属度：取值范围0到1，表明评价词或情感词对于某情感类型的隶属度

1. 情感词类别自动标记及隶属度计算

这里有3种自动标注的方法，分别为点互信息法，NGD标准化谷歌距离计算法，基于语义相似度的计算方法。

1. 点互信息

统计语料来源有：微博、论坛、电商、点评的主观性文本。表示词语、共同出现的文本数量，表示出现的文本数量，表示出现的文本数量。

1. NGD标准化谷歌距离

其中，f(x)表示检索x的返回结果数，f(y)表示检索y的返回结果数，f(x,y)表示同时检索x,y返回的结果数，N表示索引的web页面数，NGD越趋于0表示x,y越相似，NGD越大表示x,y越不相似。隶属度=1-NGD(x,y)。

1. 语义相似度

刘群2002，词语语义相似度算法，实现了义原之间语义相似度的计算。史伟的隶属度计算公式如下：

语义分成4部分，第一基本义原，其他基本义原，关系义原，符号义原。，且。

史伟利用语义相似度方法对知网的情感词进行分类以及隶属度计算，得到情感本体2090个，期待170个，高兴395个，喜爱339个，惊讶65个，焦虑271个，悲伤220个，生气201，讨厌429个。

### 程度副词与情感强度

|  |  |
| --- | --- |
| 得分 | 程度词 |
| 1.5 | 最、最为、极、极为、极其、极度、极端 |
| 1.4 | 太、至、至为、顶、过、过于、过分、分外、万分、何等 |
| 1.3 | 很、挺、怪、老、非常、特别、相当、十分、甚、甚为、异常、深为、蛮、满、够、多、多么、殊、何其、尤其、无比、尤为、超、那么 |
| 1.2 | 不甚、不胜、好、好不、颇、颇为、大、大为、真的 |
| 1.1 | 稍稍、稍微、稍许、略微、略为、多少 |
| 0.9 | 较、比较、较为、还 |
| 0.8 | 有点、有些 |

### 否定副词与情感极性

|  |
| --- |
| 并非、不、不对、不再、不曾、不至于、从不、毫不、毫无、决非、绝非、没、没有、尚未、未、未必、未尝、未曾、永不、不大、不是、无 |

### 程度否定组合与情感分析

|  |  |  |  |
| --- | --- | --- | --- |
| 模式 | 模式结构 | 示例 | 计算公式 |
| 模式一 | NA+DA+EW | 不太、不大、不是很、没有那么 |  |
| 模式二 | DA+NA+EW | 太不、很不、有点不、有些不、特别不、非常不 |  |
| 模式三 | DA1+DA2+EW | 非常非常、真的很、真的十分、真的蛮 |  |
| 模式四 | NA+NA+EW | 没有不、不是不 |  |

### 标点符号与情感分析

分别规定“！”和“？”对句子情感类强度的影响为1.2倍和0.5倍。

### 6.3.7 连词与情感分析

|  |  |
| --- | --- |
| 连词类型 | 示例 |
| 转折关系 | 却、尽管、虽然、但、但是、然而、而、偏偏、只是、不过、至于、致、不料、岂知、可是 |
| 递进关系 | 不但、不仅、而且、何况、并、且、更、尤其、况且、甚至 |

规定句子中含有转折关系连词的后半句情感值为前半句情感值取反，含有递进关系连词的后半句情感值为前半句情感值加倍。

在实现上，使用了HanLP提供的情感分析代码。它基于朴素贝叶斯方法，使用卡方进行特征词选择。HanLP关于情感分析的说明文档见

<https://github.com/hankcs/HanLP/wiki/%E6%96%87%E6%9C%AC%E5%88%86%E7%B1%BB%E4%B8%8E%E6%83%85%E6%84%9F%E5%88%86%E6%9E%90>

开源的情感分析器，实际完成的都是情感极性的预测。而在这之前的主、客观语句的分类也是相当重要的一个预处理步骤。当前的研究和实践表明，基于特定领域的情感词典，使用语句包含情感词的数量来判断主、客观性是行之有效的方法之一。当然这里还可以设计一些主、客观打分公式，但限于时间有限在本次实践中并没有进行过多展开。相关研究有叶强2007提出的用于识别汉语主观短语的双词词类搭配和三词词组组合模式。Hownet2007发布了《情感分析用词语集》它是中文主客观情感分析的基本词典。林斌2007通过计算词语和词语组合的互信息量得到主观倾向词语组合75个。

跨领域情感分析是近几年的难点，其实不只是在情感分析上，其他NLP任务比如实体识别，文本分类等都表现出了领域相关性，也就是说基于特定领域的语料训练出的模型在本领域内的表现较好，但是在其他领域的效果就会下降，到目前为止在这方面的研究也没有什么新的进展。本次实践中我们使用了谭的酒店评论语料作为了训练语料，公开的情感词典作为判断主客观文本的依据，测试语料使用了我们自己的dx文本，我们发现预测出的负面评价中未登录词很多，致使一条文本中，仅有1-2个词是训练集中出现的，使得仅仅因为一个负面词就使整个句子的评分很低，我们还能发现，这些负面词单独出现时其实往往不太能表现出很强的负面色彩。因此不得不使用扩充训练语料。

## 基于增量聚类的dx话题发现

### 文本的向量化表示

增量聚类的文本向量化使用doc2vec似乎更合适，原因有（1）无法事先拿到所有需要聚类的文本，词典无法确定。（2）文本向量各维度值不好确定，特别是对于dx这样的短文本来说词语的tf值基本在1到2之间，唯一可以影响词语权值的因素主要是词语的idf值，这样的话筛选得到的词典主要去除了停用词。（3）根据万词千字规律，向量维度太大，将会导致余弦相似度计算量太大，影响速度。这些缺点是doc的优势。词语向量可以使用fasttext的中文词语向量集，也可以使用腾讯AILab开源的800万中文词语向量集<https://ai.tencent.com/ailab/nlp/embedding.html> 。

## 网页去重

## “的”、“地”、“得”误用识别与纠正

首先需要说明的是“的”、“地”、“得”误用识别与信息检索中的错别字纠正是两码事，纠错指的是输入的查询串含有错别字，而不是这里说的用法错误，这里的“的地得”字本身没有错误，错误的方面是指动词前应当使用“地”，形容词、形名词、名词前应该使用“的”，形容词、副词前应该使用“得”。

### 文本自动校对

中文文本自动校对技术的综述文献最新的也是2006年的了，说明十几年来文本自动校对技术没有太多的新方法。或许也可以从另一个角度说明，基于传统方法的文本自动校对技术基本可以满足日常的实际需要。当然一般系统的召回率在70%以上，准确率在40%以下。文本自动校对技术强依赖于词法分析技术，但是对于未登录词，以及一词多义等至今仍然是计算语言学无法完全突破的问题。下面我们对张仰森2006年发表的综述文章《文本自动校对技术研究综述》进行概括摘抄。

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| 发表人或机构 | 发表时间 | 核心思路 | 难点、缺点、优点 | 文章标题 |
| 张磊（微软） | 2000年 | 用winnow学习字、词和词形、长距离语言特征，使用特征预测混淆集中最可能的正确词语。 | （1）句子转特征  （2）混淆集构建 | Multifeature-based Ap- proach to Automatic Error Detection and Correction of Chinese Text |
| 李建华（哈工大） | 2001年 | 构建句子字、词候选矩阵，利用语言结构特征选择最佳候选字词序列。 | （1）结构特征表示  （2）求取最佳路径  （3）目前只适用于校对拼音输入法文本 | 多特征的中文文本校对算法的研究 |
| 易蓉湘（北师） | 1997年 | 满足校对文本规则时则标记为错误。 | （1）查错能力有限 | 计算机汉语文稿校对系统 |
| 刘挺（哈工大） | 1997年 | 分词、识别未登录词，合并单字串，剩余的不能合并的单字串认为出错。 | （1）无法纠正同音词错误  （2）捆绑规则有限，有可能误判严重 | 中文计算机辅助校对系统原理 |
| 吴岩 | 2001年 | 人机交互。 |  | 中文自动校对系统的研究与实现 |
| 张照煌 | 1994年 | 综合字符集替换+语言模型评分。 | （1）综合近似字集生成  （2）只针对别字错误，对多字、漏字、易位难以发现 | A Pilot Study on Automatic Chinese Spelling Error Correction |
| 于勐（东北大学） | 1998年 | 最长匹配法分词，发现长词错误。提取3gram，计算pre\_word,cur\_word共现频率f1与cur\_word,pro\_word共现频率f2的乘积，小于阈值则错误。对词语进行语法标注，在不可能的语法标注序列字词处作错误标记。 | （1）词语共现频率统计需要大规模不同领域的已标注语料 | 一种混合的中文文本校对方法 |
| 孙才（清华） | 1997年 | 将句子看作字段和词段，计算字段字频、字段转移概率，词段中词间字转移概率，词性转移概率，将转移概率小于阈值的字、词作为查出的错误。 |  | 汉语文本校对字词级查错处理的研究 |
| 邱超捷（北工大） | 1997年 | 构建二字结构工程，引入人名、地名辨识规则，利用词语类间接续关系进行查错。 | （1）对人名、地名误报率低 | 大规模语料库中词语接续对的统计与分析 |
| 郭志立（IBM） | 1997年 | 替换字表结合词典。 | （1）纠错建议仅限于替换字表，没有考虑上下文启发信息  （2）对漏字、多字、易位、多字替换、英文单词纠错能力弱 | 中文校对系统中的修改建议提供算法 |
| 张仰森（山西大学） | 2001年 | 基于似然匹配的纠错建议候选集产生算法。 | （1）对漏字、多字、易位、多字替换等错误类型的纠错能力有了较大提高 | 中文校对系统中纠错知识库的构造及纠错建议的产生算法 |

### 相关统计

基于词表法

如果你在编辑部工作过，那么你一定用过黑马校对软件（<http://www.bjhm.com.cn> ），该软件从出现至今已有20年历史，曾经在一次公司会议上，某领导说曾经也想跟他们合作一下，但是黑马公司就那么几个人，吃着老本，也不想太创新。从对黑马校对评测过程中，猜想它的校对方法就是基于词表的。也就是说这个软件校对出有问题的字一定是错的。因此他的准确率一定是最高的。因此，在实践中的基线系统也采用了这个方法。

问题1:进行“的”、“地”、“得”误用识别纠正的是否有必要？

收集98年和14年各1个月的人民日报语料，对收集到的语料进行初步统计。

|  |  |
| --- | --- |
| 语料字形总数 | 3800万 |
| “的”、“地”、“得”出现总数 | 110万 |
| “的”、“地”、“得”占比 | 110/380=3% |

结论：根据统计结果可以看出“的”、“地”、“得”字使用频度还是不低的，大概每100字的书面新闻报道中就有3个字是“的”、“地”、“得”，因此对书面语进行“的”、“地”、“得”误用识别还是有必要的。

问题2:对由“的”、“地”、“得”构成的2字以上词语进行误用识别是否有必要？或者说是否需要整理包含有“的”、“地”、“得”字的词语？

|  |  |
| --- | --- |
| 由“的”、“地”、“得”构成的2字以上词语总数 | 16万 |
| “的”、“地”、“得”出现总数 | 110万 |
| 占比 | 13/110=11% |

结论：由“的”、“地”、“得”构成的词语占“的”、“地”、“得”出现总次数的11%，说明在使用“的”、“地”、“得”3个字时，还是有一定比例是作为词语的。因此，对由“的”、“地”、“得”构成的词语作误用检测也是有必要的，虽然当前的输入法的智能联想功能基本上可以避免词语中单个字的错误，但是“的”、“地”、“得”构成词语的误用作为“的”、“地”、“得”误用的一个方面也是需要在进行误用识别时给予充分考虑的。

问题3:对于“的”、“地”、“得”单独成词与前后词构成3grams时出现冲突的情况，是否需要考虑到规则中？

冲突的种类有：“的地”、“的得”、“地得”、“的地得”。

|  |  |
| --- | --- |
| “的地”、“的得”、“地得”、“的地得”冲突3gram数 | 228 |
| “的”、“地”、“得”3gram总数 | 95万 |
| 占比 | 0.2% |

结论：对于使用用冲突的3grams可以考虑暂不进行误用识别，原因是他们只占了所有3grams的0.2%，牺牲的这些召回率可以为准确率提高带来帮助，因此可以忽略掉。

问题4:如何设计误用识别的规则？

|  |  |  |
| --- | --- | --- |
| “的”构成的3grams总数 | 91万 | 占比91/95=96% |
| “地”构成的3grams总数 | 3万 | 占比3/95=3% |
| “得”构成的3grams总数 | 1万 | 占比1/95=1% |

结论：即使全部预测为使用“的”字，准确率也可以达到96%。因此规则匹配的顺序设置为首先匹配“得”规则，其次是“地”规则，最后是“的”规则。

以上统计的代码

|  |
| --- |
| *# 抽取出所有的含有"的"，"地"，'得'的3grams* outfile = open(**'的地得3-grams.txt'**, **'wb'**) **with** codecs.open(**'data/dedide/rmrb.txt'**, **'rb'**, **'utf-8'**, **'ignore'**) **as** infile:  **for** line **in** infile:  line = line.strip()  **if** line:  word\_li = list(jieba.cut(line))  word\_li = [**'begin'**] + word\_li + [**'end'**]  **for** pre\_word, cur\_word, pro\_word **in** ngrams(word\_li, 3):  **if** cur\_word == **u'的' or** cur\_word == **u'地' or** cur\_word == **u'得'**:  out\_str = **u'%s\t%s\t%s\n'** % (cur\_word, pre\_word, pro\_word)  outfile.write(out\_str.encode(**'utf-8'**, **'ignore'**))  outfile.close() |

|  |
| --- |
| *# 抽取出所有的含有"的"，"地"，"得"的词语（至少2字），并输出字形总数* character\_cnt = 0 outfile = open(**'的地得word.txt'**, **'wb'**) **with** codecs.open(**'data/dedide/rmrb.txt'**, **'rb'**, **'utf-8'**, **'ignore'**) **as** infile:  **for** line **in** infile:  line = line.strip()  **if** line:  character\_cnt += len(line)  **for** word **in** jieba.cut(line):  **if** len(word) >= 2 **and** (**u'的' in** word **or u'地' in** word **or u'得' in** word):  out\_str = **u'%s\n'** % word  outfile.write(out\_str.encode(**'utf-8'**, **'ignore'**)) print(**'语料中字形总数=%d'** % character\_cnt) |

|  |
| --- |
| *# 抽取冲突* conflict\_dict = dict() **with** codecs.open(**'的地得3-grams.txt'**, **'rb'**, **'utf-8'**, **'ignore'**) **as** infile:  **for** line **in** infile:  line = line.strip()  **if** line:  cur\_word, pre\_word, pro\_word = line.split(**u'\t'**)  key\_phrase = **u'%s\t%s'** % (pre\_word, pro\_word)  conflict\_dict.setdefault(key\_phrase, [0, 0, 0])  **if** cur\_word == **u'的'**:  conflict\_dict[key\_phrase][0] += 1  **elif** cur\_word == **u'地'**:  conflict\_dict[key\_phrase][1] += 1  **elif** cur\_word == **u'得'**:  conflict\_dict[key\_phrase][2] += 1  **else**:  **pass with** open(**'的地得-3grams\_conflict.txt'**, **'wb'**) **as** outfile:  **for** key\_phrase, cnt\_li **in** conflict\_dict.items():  **if** cnt\_li[0] > 0 **and** cnt\_li[1] > 0 **and** cnt\_li[2] == 0:  out\_str = **u'的地\t%s\t%d\t%d\t%d\n'** % (key\_phrase, cnt\_li[0] + cnt\_li[1], cnt\_li[0], cnt\_li[1])  outfile.write(out\_str.encode(**'utf-8'**, **'ignore'**))  **elif** cnt\_li[0] == 0 **and** cnt\_li[1] > 0 **and** cnt\_li[2] > 0:  out\_str = **u'地得\t%s\t%d\t%d\t%d\n'** % (key\_phrase, cnt\_li[1] + cnt\_li[2], cnt\_li[1], cnt\_li[2])  outfile.write(out\_str.encode(**'utf-8'**, **'ignore'**))  **elif** cnt\_li[0] > 0 **and** cnt\_li[1] == 0 **and** cnt\_li[2] >0:  out\_str = **u'的得\t%s\t%d\t%d\t%d\n'** % (key\_phrase, cnt\_li[0] + cnt\_li[2], cnt\_li[0], cnt\_li[2])  outfile.write(out\_str.encode(**'utf-8'**, **'ignore'**))  **elif** cnt\_li[0] > 0 **and** cnt\_li[1] > 0 **and** cnt\_li[2] > 0:  out\_str = **u'的地得\t%s\t%d\t%d\t%d\t%d\n'** % (key\_phrase,cnt\_li[0] + cnt\_li[1] + cnt\_li[2], cnt\_li[0], cnt\_li[1], cnt\_li[2])  outfile.write(out\_str.encode(**'utf-8'**, **'ignore'**)) |

### 6.6.3 字符级错误规则

对于包含“的”、“地”、“得”的词语，根据观察“的地得word\_u.txt”我们可以发现，只有当词语表现出名词性时词语中的“的”、“地”、“得”一般情况下不可以相互替换。

|  |
| --- |
| **from** nltk **import** FreqDist **import** re word\_li = [] **with** codecs.open(**'的地得word.txt'**, **'rb'**, **'utf-8'**, **'ignore'**) **as** infile:  **for** line **in** infile:  line = line.strip()  **if** line:  word = line  word\_li.append(word) fdist = FreqDist(word\_li) out\_li = [] **for** word **in** fdist.keys():  **if u'的' in** word:  word1 = re.sub(**u'的'**, **u'地'**, word)  word2 = re.sub(**u'的'**, **u'得'**, word)  out\_li.append((word1, word, fdist.freq(word)))  out\_li.append((word2, word, fdist.freq(word)))  **elif u'地' in** word:  word1 = re.sub(**u'地'**, **u'的'**, word)  word2 = re.sub(**u'地'**, **u'得'**, word)  out\_li.append((word1, word, fdist.freq(word)))  out\_li.append((word2, word, fdist.freq(word)))  **elif u'得' in** word:  word1 = re.sub(**u'得'**, **u'的'**, word)  word2 = re.sub(**u'得'**, **u'地'**, word)  out\_li.append((word1, word, fdist.freq(word)))  out\_li.append((word2, word, fdist.freq(word)))  **else**:  **continue** out\_li = sorted(out\_li, key=**lambda** x: len(x[0])) **with** open(**'word\_rule.txt'**, **'wb'**) **as** outfile:  **for** wrong\_word, right\_word, freq **in** out\_li:  out\_str = **u'%s\t%s\t%.10f\n'** % (wrong\_word, right\_word, freq)  outfile.write(out\_str.encode(**'utf-8'**, **'ignore'**)) |

### 基于朴素贝叶斯方法

先说明基于“的”、“地”、“得”前后字的NB原理，然后可以根据实际的语法规则设计不同的似然概率，比如“的地得”的前后词或者后词的词性等等。以wi表示“的”，“地”，“得”中的任何一个，w-1表示wi前边的1个字，w+1表示wi后边的1个字，因此我们可以很容易写出条件概率式

我们要求的就是使这个概率最大的wi。显然证据（分母）对于所有wi都是一样的，因此问题转化为求解使分子概率值最大的wi。这里引入条件独立性得到求解公式

其中P(wi)就是“的”、“地”、“得”三个字的使用频率，（+1平滑）。想必介绍到这里你应该知道扩充词或词性的公式了。

# 附录2 HanLP使用

## HanLP简介

HanLP是完全用Java自实现的自然语言处理工具包。特点是完全用Java实现不引入第三方工具包。完全开源。中文的开源工具能做到这么完整的大概只有HanLP。包括了词法分析、句法分析、分类、聚类、关键词抽取等常见NLP应用任务。并且github上问题回答快，作者很是认真的解决大家提出的问题。虽然用Java实现，HanLP也提供了Python接口。

* **github主页地址为**[**https://github.com/hankcs/pyhanlp**](https://github.com/hankcs/pyhanlp) **，**[**https://github.com/hankcs/HanLP**](https://github.com/hankcs/HanLP) **。**
* **问题汇总页地址为**<https://github.com/hankcs/HanLP/issues> 在该网页上可以找到过往大家遇到过的问题。
* Python接口使用的示例代码页地址为<https://github.com/hankcs/pyhanlp/tree/master/tests/demos> 。

PyHanLP的安装命令为

|  |
| --- |
| # 安装命令  $ pip install pyhanlp  # 更新到最新代码包和数据包  $ hanlp update |

## HanLP的分词与词性标注

* 词标注集地址为<http://www.hankcs.com/nlp/part-of-speech-tagging.html#h2-8>
* 示例代码地址为<https://github.com/hankcs/pyhanlp/blob/master/tests/demos/demo_at_first_sight.py>
* 示例

|  |
| --- |
| In [1]: from pyhanlp import \*  In [5]: print(HanLP.segment("你好，欢迎使用HanLP汉语处理包！接下来请从其他Demo中  ...: 体验HanLP丰富的功能~"))  [你好/vl, ，/w, 欢迎/v, 使用/v, HanLP/nx, 汉语/gi, 处理/vn, 包/v, ！/w, 接下来/vl, 请/v, 从/p, 其他/rzv, Demo/nx, 中/f, 体验/v, HanLP/nx, 丰富/a, 的/ude1, 功能/n, ~/nx]  In [11]: for word in word\_li:  ...: print(word.word, word.nature)  ...:  你好 vl  ， w  欢迎 v  使用 v  HanLP nx  汉语 gi  处理 vn  包 v  ！ w  接下来 vl  请 v  从 p  其他 rzv  Demo nx  中 f  体验 v  HanLP nx  丰富 a  的 ude1  功能 n  ~ nx |

关于HanLP.segment的说明。内存要求：120MB以上，标准数据包（35万核心词库+默认用户词典）。HanLP对词典的数据结构进行了长期的优化，哪怕HanLP的词典上百兆也无需担心。HanLP.segment是一个工厂函数，它是对StandardTokenizer的封装。当前StandardTokenizer使用的是viterbi最短路分词。viterbi分词器是目前效率和效果的最佳平衡。该函数的详细代码在

<https://github.com/hankcs/HanLP/blob/master/src/main/java/com/hankcs/hanlp/seg/Viterbi/ViterbiSegment.java> 。分词大致功能有：首先生成词网和词图即可以得到粗分词网，经维特比算法找最短路径和人工干预分词后即可得到粗分结果。之后根据配置可以进行数字识别，人名识别，译名识别，地名识别，机构名识别，如果是索引分词则进行全切分分词，词性标注。

HanLP的com.hankcs.hanlp.tokenizer包中封装了很多开箱即用的分词器，但是不是所有的分词器都能在Python接口中直接使用。这些分词器有BasicTokenizer这是NGram分词器，不识别命名实体，不能使用用户词典。SpeedTokenizer这是最长匹配分词器。NotionalTokenizer这是实词分词器。StandardTokenizer当前效率和效果最佳的分词器。NLPTokenizer更精确的中文分词器。IndexTokenizer适用于信息检索的分词器。

## HanLP人工干预词表的使用

## HanLP基于朴素贝叶斯的新闻文本分类

## HanLP基于朴素贝叶斯的酒店评论情感分类

# 附录3 NLTK库

## TF-IDF计算

classnltk.text.**TextCollection**(source)

该类构建一个词语集合，可以通过文本列表加载，也可以通过包含有一个或多个的语料库（corpus）加载。这些文本列表或语料库应该支持计数，索引，搭配发现。词语的tf值计算公式tf(w)=词语w在文档集中出现次数/文档集中词形总数。idf(w)=log(文档集中文档总数/包含词w的文档数)。tf\_idf(w)=tf(w)\*idf(w)。

用法示例：

|  |
| --- |
| In [2]: from nltk.text import TextCollection  # 定义文档集  In [45]: text\_li = [['汽车','参加','春季'],  ...: ['信鸽','归巢','春季']]  # 构建TextCollection并统计idf值  In [46]: text\_collection = TextCollection(text\_li)  # 遍历文档集中所有出现的词形，打印词形idf值  In [47]: for word in text\_collection:  ...: print(word, "idf=", text\_collection.idf(word))  ...:  汽车 idf= 0.6931471805599453  参加 idf= 0.6931471805599453  春季 idf= 0.0  信鸽 idf= 0.6931471805599453  归巢 idf= 0.6931471805599453  春季 idf= 0.0  # 构建文档集词汇表  In [48]: vocabulary\_set = set([w for text in text\_li for w in text])  In [49]: vocabulary\_set  Out[49]: {'信鸽', '参加', '归巢', '春季', '汽车'}  # 构建文档集词形列表  In [51]: all\_word\_li = [w for text in text\_li for w in text]  In [52]: all\_word\_li  Out[52]: ['汽车', '参加', '春季', '信鸽', '归巢', '春季']  # 计算每个词种相对于整个文档集的tf值  In [54]: for word in vocabulary\_set:  ...: word\_tf = text\_collection.tf(word, all\_word\_li)  ...: print(word, "tf=", word\_tf)  ...:  春季 tf= 0.3333333333333333  信鸽 tf= 0.16666666666666666  汽车 tf= 0.16666666666666666  归巢 tf= 0.16666666666666666  参加 tf= 0.16666666666666666  # 计算每个词种相对于整个文档集的tf-idf值  In [55]: for word in vocabulary\_set:  ...: word\_tf\_idf = text\_collection.tf\_idf(word, all\_word\_li)  ...: print(word, "word\_tf\_idf=", word\_tf\_idf)  ...:  春季 word\_tf\_idf= 0.0  信鸽 word\_tf\_idf= 0.11552453009332421  汽车 word\_tf\_idf= 0.11552453009332421  归巢 word\_tf\_idf= 0.11552453009332421  参加 word\_tf\_idf= 0.11552453009332421 |

## 简单词语统计分布

classnltk.probability.**FreqDist**(samples=None)

用来统计实验结果的频率分布。一个频率分布实例记录了实验的每一种结果的出现次数。例如一个频率分布可以记录一个词种在一篇文档中的出现次数。

参数

|  |
| --- |
| * samples 文档词语列表或者None，默认值为None |

方法

|  |
| --- |
| * B() 返回词种总数 * N() 返回词形总数 * copy() 返回频率分布实例的复本 * freq(sample) 返回样本sample的频率 * hapaxes() 返回只出现1次的词语列表 * max() 返回最频繁的词，如果有多个词频繁程度相同，则返回其中任意一个 * pformat(maxlen=10) 返回maxlen个最频繁词的词语列表 * plot(cumulative=False) 画样本频率分布图 * pprint(maxlen=10, stream=None) 在指定的stream输出流上打印maxlen个词语 * r\_Nr(bins=None) 返回每种频次对应的样本数量的列表，bins用来计算Nr(0)的方法，默认情况下bins=self.B() * tabulate(samples, cumulative=False) 绘制samples列表中指定的词语列表的频率分布表 |

|  |
| --- |
| # 定义文本  In [**1**]: text = """第十三届尤伯杯羽毛球赛今天在名古屋进行了小组第二轮,比赛,中国队  ...: 轻松地以,战胜荷兰队,从而以两战两,胜的战绩稳获,组的出线权,中国队今天出场  ...: 的阵容与,日一样,盘单打比赛,的结果是,唐九红以,和,胜库,讷,黄华以,和,胜范迪  ...: 克,周,雷以,和,胜梅琳克,其中唐九,红第一局比赛从对手手中夺来发球权后,仅用,  ...: 分钟就连,得,分,两盘双打比赛的结果是,姚芬,赖彩勤以,和,胜库讷,范迪克,关渭  ...: 贞,史方静,以,和,胜梅琳克,博埃尔,今天另外,场比赛的结果是,英格兰队,胜丹麦,  ...: 队,印度尼西亚队,胜日本队,南朝鲜队,胜瑞,典队,组,由于中国队和南朝鲜队均是  ...: 两战两胜,荷兰队,和瑞典队均为两负,因此,实际上中国队和南朝鲜队已获,得参加  ...: 第二阶段比赛的资格,组,印度尼西亚队两战两胜,已获出线权,丹麦队,两负,出线无  ...: 望,日本队和英格兰队均是,胜,负,这个,小组另外一个出线名额,日将在这两个队中  ...: 产生,中国队,日将和南朝鲜队交锋,争夺小组第一名"""  In [**2**]: text  Out[**2**]: '第十三届尤伯杯羽毛球赛今天在名古屋进行了小组第二轮,比赛,中国队轻松地以,战胜荷兰队,从而以两战两,胜的战绩稳获,组的出线权,中国队今天出场的阵容与,日一样,盘单打比赛,的结果是,唐九红以,和,胜库,讷,黄华以,和,胜范迪克,周,雷以,和,胜梅琳克,其中唐九,红第一局比赛从对手手中夺来发球权后,仅用,分钟就连,得,分,两盘双打比赛的结果是,姚芬,赖彩勤以,和,胜库讷,范迪克,关渭贞,史方静,以,和,胜梅琳克,博埃尔,今天另外,场比赛的结果是,英格兰队,胜丹麦,队,印度尼西亚队,胜日本队,南朝鲜队,胜瑞,典队,组,由于中国队和南朝鲜队均是两战两胜,荷兰队,和瑞典队均为两负,因此,实际上中国队和南朝鲜队已获,得参加第二阶段比赛的资格,组,印度尼西亚队两战两胜,已获出线权,丹麦队,两负,出线无望,日本队和英格兰队均是,胜,负,这个,小组另外一个出线名额,日将在这两个队中产生,中国队,日将和南朝鲜队交锋,争夺小组第一名'  # 导入HanLP分词包  In [**3**]: **from** **pyhanlp** **import** \*  # 分词与词性标注  In [**4**]: word\_li = HanLP.segment(text)  # 只保留词语  word\_li = [w.word **for** w **in** word\_li]  # 去除逗号  In [**9**]: word\_li = [w **for** w **in** word\_li **if** w != ',']  # 去除单字词  In [**12**]: word\_li = [w **for** w **in** word\_li **if** len(w)>=2]  # 输出分词和预处理后的文本词语列表  In [**13**]: ','.join(word\_li)  Out[**13**]: '十三,尤伯杯,羽毛球赛,今天,名古屋,进行,小组,二轮,比赛,中国队,轻松,战胜,荷兰队,从而,战两,战绩,稳获,出线权,中国队,今天,出场,阵容,一样,单打,比赛,结果,唐九红,华以,范迪克,雷以,梅琳,其中,唐九,第一,比赛,对手,手中,夺来,发球权,分钟,双打,比赛,结果,姚芬,赖彩勤,范迪克,关渭贞,史方,梅琳,埃尔,今天,另外,比赛,结果,英格兰队,丹麦,印度尼西亚队,日本队,南朝鲜队,由于,中国队,南朝鲜队,战两胜,荷兰队,瑞典队,因此,实际上,中国队,南朝鲜队,参加,第二,阶段,比赛,资格,印度尼西亚队,战两胜,出线权,丹麦队,出线,无望,日本队,英格兰队,这个,小组,另外,一个,出线,名额,产生,中国队,南朝鲜队,交锋,争夺,小组第一'  # 导入统计分布类  In [**14**]: **from** **nltk** **import** FreqDist  # 统计输入词语列表  In [**15**]: fdist = FreqDist(word\_li)  # 返回词种总数  In [**16**]: fdist.B()  Out[**16**]: 67  # 返回词形总数  In [**17**]: fdist.N()  Out[**17**]: 94  # 返回指定词语的频次  In [**18**]: fdist['比赛']  Out[**18**]: 6  # 返回指定词语的频率  In [**19**]: fdist.freq('比赛')  Out[**19**]: 0.06382978723404255  # 返回只出现1次的词语列表  In [**32**]: ' '.join(fdist.hapaxes())  Out[**32**]: '二轮 单打 华以 阵容 稳获 史方 姚芬 名额 出场 争夺 实际上 参加 资格 第二 埃尔 小组第一 一个 十三 从而 对手 赖彩勤 发球权 交锋 战两 瑞典队 手中 唐九红 羽毛球赛 战胜 尤伯杯 雷以 丹麦队 产生 由于 轻松 关渭贞 无望 丹麦 双打 其中 阶段 进行 名古屋 一样 第一 夺来 分钟 因此 战绩 这个 唐九'  # 返回频率最高的词语  In [**21**]: fdist.max()  Out[**21**]: '比赛'  # 返回按频次降序排列的词典  In [**22**]: fdist.pformat(maxlen=10)  Out[**22**]: "FreqDist({'比赛': 6, '中国队': 5, '南朝鲜队': 4, '结果': 3, '今天': 3, '梅琳': 2, '英格兰队': 2, '范迪克': 2, '日本队': 2, '出线权': 2, ...})"  # 返回每种频次的样本数量  In [**24**]: fdist.r\_Nr()  Out[**24**]: defaultdict(int, {0: 0, 1: 51, 2: 11, 3: 2, 4: 1, 5: 1, 6: 1}) |

# 附录4 概率统计

## 随机事件

在实际社会和语言研究中，有的现象在同一条件下，并不总是出现相同的结果，这些现象称为随机现象。比如语言研究中，动词后面出现的词类，不一定就是名词，这就是**随机现象**。随机现象最简单的结果，称为基本结果，也是统计学中抽样的基本单元，称为**样本点**。比如语言研究中动词后面出现的词类，如名词、助词等都是基本结果。随机现象所有的基本结果构成的全体，称为**样本空间**或**基本空间**。语言研究中动词后面出现的词类如名词、助词等也构成一个基本空间。**事件**是样本空间的子集。在试验的结果中，随机变量X取得某一数值X=x，取得不大于实数x的值X<=x，取得区间(x1,x2)内的值x1<X<x2都是随机事件。比如语言研究中动词后面出现的名词也是一个事件，其由1种结果，即名词组成。当样本空间的子集为它自身的时候，这个子集称为**必然事件**。比如汉语语句结束的时候有语调。当样本空间的子集为空集时，称为**不可能事件**。比如汉语音节中两个辅音相连。

## 随机变量

随机变量是在试验结果中能取得不同数值的量，它的数值是随着随机试验结果而定的。由于试验的结果是随机的，所以它的取值具有随机性。定义：如果对于样本空间中的每一个样本点w，变量X都有一个确定的实数值与之对应，则变量X是样本点w的实函数，记作X=X(w)。我们称这样的变量X为随机变量。

|  |
| --- |
| 随机变量就是取值不确定的变量，但取值并非随机取，而是以一定概率取不同的值，每一种取值都对应为样本空间中的一个样本点。 |

有时试验的结果是与数量直接相关的，有时虽然试验的结果与数量无直接关系，但是也可以引入随机变量，并用随机变量取不同值的数值表示试验的结果。

随机事件的结果用数值表示时，即为**随机变量**。比如，一个文本中的句长，其值是与数值相对应的，称为数量型随机变量。另一类是其值与非数值相对应，无法计数，如作家的性别，有男、女两种性质，称为品质型随机变量，当然品质型随机变量依然可以用数值来表示。**离散型随机变量**是指随机变量的取值是有限个或可以列举的，如词长，其只能是整数，而且是可以列举的。**连续型随机变量**其值是某一区间内的所有的值的随机变量。如平均词长，其取值是平均词长可能的取值范围内的任何值。

## 概率

**概率**，又称为可能性，是概率论的基本概念，是对随机事件发生可能性的度量。**先验概率**是指无需经过实际观测即可求得的概率。如老舍《老张的哲学》一书中，总词数为60315，名词数为9959，则《老张的哲学》中一个词语是名词的概率为9959/60315=0.17。**后验概率**，又称统计概率，是指在加入已知信息后进行修正的概率。比如下边的翻译例子：

原文C：党指挥枪是我党的行动指南

候选译文E1：It is a guide to action which ensures that the military always obeys the command of the party.

候选译文E2：It is to ensure the troops forever hearing the activity guidebook that party direct.

如果从双语语料库中统计得出P(E1|C)>P(E2|C)，那么我们认为与E2比较，E1更可能是C的翻译。

## 独立与贝叶斯定理

**独立**指的是P(AB)=P(A)P(B)。比如两个不同的作者的作品中名词使用的概率，由于两个各自独立创作，因此，两者使用名词的情况必然是独立的。用下边的例子说明**贝叶斯定理**。

例：英文中有一种名为寄生间隙的句法结构，其在100K个句子中平均只出现一次。语言学家Joe构造了一种复杂的模式匹配器来识别这种句法结构。当通过匹配判断某个句子内含有一个寄生间隙时，判断正确的可能性0.95，判断错误的概率0.005。求识别出一个寄生间隙的情况下，确实是一个寄生间隙的概率。

设事件A：识别某个句子含有寄生间隙

事件B1：句子确实含有寄生间隙，P(B1)=1/100K

事件B2：句子确实不含寄生间隙，P(B2)=1-1/100K

P(A|B1)=0.95，P(A|B2)=0.005

## 概率分布与频率分布

### 概率分布（理论分布）

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| X | x1 | x2 | … | xn | … |
| p(xi) | p(x1) | p(x2) | … | p(xn) | … |

### 频率分布（统计分布、经验分布）

在实际观察或测量离散随机变量时，得到的是频率分布。

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| X | x1 | x2 | … | xl |
| fn(xi) | fn(x1) | fn(x2) | … | fn(xl) |

其中fn(xi)表示随机变量X的观测值xi出现的频率，n为观测总数，设mi为观测值xi出现的次数（称为频数），则，可按公式计算fn(xi)=mi/n。

如果观测次数n很大，则随机变量取得某一数值的频率接近相应的概率，也即统计分布大致与理论分布符合。

## 二维随机变量联合分布与边缘分布

除一维随机变量外，我们往往还需要同时考虑两个、三个或更多个随机变量构成的随机变量组，它们的值分别由两个、三个或更多个数来确定，这样的随机变量分别叫做二维、三维或多维随机变量。

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| X | Y | | | | | |
| y1 | y2 | … | yn | … |  |
| x1 | p(x1,y1) | p(x1,y2) | … | p(x1,yn) | … |  |
| x2 | p(x2,y1) | p(x2,y2) | … | p(x2,yn) | … |  |
| … | … | … | … | … | … | … |
| xm | p(xm,y1) | p(xm,y2) | … | p(xm,yn) | … |  |
|  |  |  | … |  | … | 1 |

分布中每一列表示随机变量Y的一种取值，它与我们在机器学习中看到的二维表从本质上就是不同的，不要混淆，机器学习中的二维表的每一列表示的是一个随机变量，每一行表示的是一次观察得到的各随机变量的取值。

## 最大似然估计法

设总体X是离散随机变量，概率函数为，其中是未知参数。从总体X中抽取样本X1,X2,…,Xn，如果得到的样本观测值为x1,x2,…,xn，则表明随机事件{X1=x1,X2=x2,…,Xn=xn}发生了。因为随机变量X1,X2,…,Xn相互**独立**，并且与总体X有相**同**的概率**分布**函数，所以随机事件发生的概率P{X1=x1,X2=x2,…,Xn=xn}=。

设

函数称为**似然函数**，对于已取定的x1,x2,…,xn，它是未知参数的函数。

**最大似然估计法的直观想法是：如果抽样的结果得到样本观测值x1,x2,…,xn，则我们应当这样选取参数的值，使这组样本观测值出现的可能性最大，也就是使似然函数达到最大值，从而求得参数的估计值**。求解最大值的方法就是导数求极值的方法。

## 假设检验

在语言研究中，我们常常会碰到需要比较两个对象间是否有显著差异的问题。比如《红楼梦》的前八十回和后四十回在使用虚词上有没有明显不同。通过比较，可以推断二者之间是否存在真正的差异，而不是偶然的差异。这种差异性的检验，在统计学上，称为显著性检验，而这个检验推断的过程，称为**假设检验**。假设检验是统计推断中一个重要的问题。它对未知的总体分布形式或总体的未知参数做出一定的假设，然后构造适合的统计量并根据样本信息进行计算，在设定的显著水平或置信度上判断假设是否成立。

假设检验又可以分为参数假设检验和非参数假设检验。**参数假设检验**是指在总体分布已知的情况下，对未知的参数进行检验。而**非参数假设检验**，是指总体的分布未知，只能够对其分布函数类型或者某型特性进行检验。非参数假设检验主要用于总体分布未知或者总体的分布已知但并不适合运用参数假设检验的方法的场合。非参数假设检验一般不依赖于总体的分布，而是从数据本身获取所需的信息。

**卡方检验**是一种重要的非参数假设检验。主要是比较两个及两个以上的样本率（构成比）以及两个分类变量的关联性分析。其根本思想就是在于比较理论频数和实际频数的吻合程度或拟合优度问题。理论频数与实际频数差别越大，卡方值就越大，其计算的基本公式为

其中O表示实际频数，E表示理论频数。

**两总体独立性检验**。在语言研究中，常常会遇到一个对象可以同时由两个属性来刻画的情形，换言之，从总体中抽取出的样本可以由两个特征对其进行分类。比如某一词语的使用情况，既可以按照不同文体进行分类，也可以按照不同作者进行分类等等。因此，就会遇到一个问题，这两种分类之间是否有联系，也即是说，我们用于考察对象的两个特征之间是否相互独立。要检验两个特征是否独立可以使用卡方检验。

通过一个简单的例子来看假设检验问题，即判断假设的结论是否成立或成立的概率有多高。假设，在一个城市随机采样到程序员和性别的关系的数据：

|  |  |  |  |
| --- | --- | --- | --- |
| 性别/职业 | 程序员 | 非程序员 | 小计 |
| 男 | 12 | 230 | 242 |
| 女 | 2 | 245 | 247 |
| 小计 | 14 | 475 | 489 |

假设，我们的结论是程序员和性别无关，这个假设称为原假设。问：通过我们随机采样观测到的数据，原假设是否成立，或者说原假设成立的概率有多高？

卡方检验是检测假设成立与否的一个常用的工具。它的计算公式是：，其中，卡方检验的值记为，是观测值，是期望值。针对我们的例子，如果原假设成立，则程序员职业和性别无关，那么我们期望的男性程序员数量应该为(14/489)\*242=6.928个，女程序员数量应该为(14/489)\*247=7.072，同理可得到我们的**期望值**如下：

|  |  |  |
| --- | --- | --- |
| 性别/职业 | 程序员 | 非程序员 |
| 男 | 6.928 | 235.072 |
| 女 | 7.072 | 239.928 |

根据卡方检验的公式，可以算出卡方值为：

算出卡方值后，怎么判断原假设成立的概率是多少呢？这里还涉及到自由度和卡方分布的概念。简单地讲，自由度是(r-1)\*(c-1)，其中r是行数，c是列数，针对我们的问题，其自由度为1。卡方分布是指，若n个相互独立的随机变量均服从均匀分布，则这n个随机变量的平方和构成一新的随机变量，其分布规律称为卡方分布。卡方分布的密度函数和自由度相关，知道了自由度和目标概率，我们就能求出卡方值。

针对我们的问题，可以查表得到，自由度为1的卡方分布，在99%处的卡方值为6.63。我们计算出来的卡方值为6.148。由于6.148<6.63，故有99%的把握可以接受原假设。

在sklearn里，计算卡方值的函数是sklearn.feature\_selection.chi2()。除了卡方检验外，还有F值检验法，也可以用来评估特征与目标值的相关性。SelectKBest默认使用的就是F值检验算法，在sklearn里使用sklearn.feature\_selection.f\_classif来计算F值。

python示例

|  |
| --- |
| In [**1**]: **import** **numpy** **as** **np**  In [**2**]: **from** **scipy.stats** **import** chi2\_contingency  In [**3**]: d = np.array([[12, 230],  ...: [2, 245]])  In [**4**]: chi2\_contingency(d)  Out[**4**]:  (6.147863876868535,  0.01315709240127498,  1,  array([[ 6.92842536, 235.07157464],  [ 7.07157464, 239.92842536]]))  # 输出内容依次为卡方值，概率值，自由度，期望列联表 |

# 附录5 信息论

## 信息量

信息论奠基人香农(Shannon)认为"信息是用来消除随机不确定性的东西"。也就是说衡量信息量大小就看这个信息消除不确定性的程度。“太阳从东方升起了”这条信息没有减少不确定性。因为太阳肯定从东面升起。这句话信息量为0“吐鲁番下中雨”(吐鲁番年平均降水量日仅6天)这条信息比较有价值。按照统计来看吐鲁番明天不下雨的概率为98%(1-6/360)，对于吐鲁番不下雨这件事，首先它是随机不确定的，这条信息直接否定了发生概率为98%的事件。即消除不确定性的程度很大，所以这条信息的信息量比较大。信息量的表示：。信息量描述的是某一个符号的不确定性。

## 信息熵

信息量度量的是一个具体事件发生所带来的信息，而**熵**考虑的不是某一单个符号发生的不确定性，是要**考虑**这个信源**所有发生情况的平均不确定性**。若信源符号有n种U1,U2,…Un对应概率为p1,p2,…,pn且各种符号的出现彼此独立。这时，信源的平均不确定性应当为单个符号不确定性的统计平均值(E)，可称为信息熵。，单位(比特)。当某一符号的概率为零时，在熵公式中无意义，为此规定这时的也为零。当信源X中只含有一个符号x时，必定有p(x)=1，此时信源熵H(x)为零。信息熵描述的是所有可能符号的平均不确定性。

## 信息增益

从通信系统来讲，信息增益可以描述信宿收到消息后获得的关于信源不确定性减少的量。

## 互信息

描述两个事件关系的密切程度。语言学中常用来给搭配打分。

|  |  |  |
| --- | --- | --- |
| 共现概率与单独概率关系 | 互信息值 | 事件关系 |
| 共现概率>单独概率 | >0 | 密切 |
| 共现概率单独概率 | 0 | 独立 |
| 共现概率<单独概率 | <0 | 互斥 |

实践中，在一个大小为N（词语数量）的语料库中，若w与w1相距j个词处出现的次数为，w、w1单独出现的次数分别为r(w)，r(w1)，则互信息为。

互信息在实际应用中可以做文本分类时的特征词、词组抽取，可以做商品参数堆积检查，可以电商近义词抽取。下边以实际的例子进行说明。

例：对于两组候选搭配，“能力”与“弱”，“能力”与“强”进行考察。对于候选搭配“能力”与“弱”在规模为的语料库中检索得出：，，；，，。所以，。

同样，。

从两组候选搭配的强度来看，“能力”“弱”比“能力”“大”更像一个搭配。并且虽然“能力”“弱”仅共现9次，而“能力”“大”共现54次，但是“弱”仅单独出现177次，而“大”则单独出现了19913次，结果算下来，反而大于。

# 附录6 核心期刊名录

**自动化技术、计算机技术**

|  |  |  |
| --- | --- | --- |
| 期刊名称 | 复合影响因子 | 综合影响因子 |
| 计算机学报 | 5.179 | 3.003 |
| 自动化学报 | 3.976 | 2.549 |
| 软件学报 | 3.803 | 2.302 |
| 计算机研究与发展 | 2.788 | 1.887 |
| 机器人 | 2.293 | 1.397 |
| 控制与决策 | 2.225 | 1.395 |
| 计算机集成制造系统 | 1.935 | 1.099 |
| 控制理论与应用 | 1.822 | 1.065 |
| 国土资源遥感 | 1.763 | 1.167 |
| 传感技术学报 | 1.707 | 1.269 |
| 遥感技术与应用 | 1.587 | 1.107 |
| 中国图像图形学报 | 1.488 | 1.025 |
| 计算机应用研究 | 1.466 | 0.849 |
| 计算机应用 | 1.450 | 0.941 |
| 计算机辅助设计与图形学学报 | 1.435 | 0.945 |
| 信息与控制 | 1.424 | 1.061 |
| 模式识别与人工智能 | 1.411 | 0.871 |
| 智能系统学报 | 1.350 | 0.806 |
| 计算机科学与探索 | 1.235 | 0.759 |
| 计算机科学 | 1.165 | 0.706 |
| 中文信息学报 | 1.121 | 0.650 |
| 计算机工程与应用 | 1.106 | 0.665 |
| 计算机工程 | 1.061 | 0.677 |
| 计算机工程与科学 | 0.981 | 0.607 |
| 小型微型计算机系统 | 0.962 | 0.616 |
| 计算机工程与设计 | 0.915 | 0.562 |
| 遥感信息 | 0.891 | 0.556 |
| 控制工程 | 0.882 | 0.552 |
| 计算机仿真 | 0.854 | 0.658 |
| 系统仿真学报 | 0.757 | 0.491 |
| 计算机应用与软件 | 0.706 | 0.402 |
| 微电子学与计算机 | 0.664 | 0.420 |