|  |
| --- |
| **model** |
| bert-base-uncased |
| bert-large-uncased |
| bert-base-cased |
| bert-large-cased |
| bert-large-uncased-whole-word-masking |
| bert-large-cased-whole-word-masking |
| RoBERTa-base |
| RoBERTa-large  Learning Rate  Epochs  Sequence-length  Batch-size |