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*Abstract*—On-demand computing, SaaS, PaaS, and in general Cloud Computing is currently the main approach by which both academic and commercial domains are delivering systems and content. Nevertheless there still remains a huge segment of legacy systems and application ranging from accounting and management information systems to scientific software based on classic desktop or simple client-server architectures. Although in the past 15 years more and more companies and organizations have invested important budgets in translating legacy apps to online cloud-enabled environment there still remains an important segment of applications that for reasons have not been translated. This paper proposes an innovative pipeline model architecture for automated translation and migration of legacy application to cloud-enabled environment with a minimal software development costs.
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# Introduction

Automated translation of legacy applications has always been an important research area for the computer science community. With each arrival of a new programming languages, frameworks or formal modelling languages computer scientist pursued the research and development of various code translators that would automatically migrate from legacy application source code to the new programming language. Most successful research and production projects over the years have been in the areas of automated code generation from formal modelling languages [1] [2] [3] [4] and in the area of automated code translation [5] [6] [7]. Nevertheless the process of source code migration has been always accompanied by re-engineering processes that were supposed to optimize the internal mechanics of the newly migrated software systems. Yet another objective of the software translation has been and still is the migration of the legacy application from a deprecated environment to a more modern, robust and reliable one – such as migrating from desktop based applications to client-server and then to Cloud Computing environments. However on multiple occasions due to the missing of legacy source code the actual migration has been forced by employing terminals or virtual desktops.

In our paper we propose an innovative model architecture designed for the challenges posed particularly by the application user interface and data flow re-engineering of legacy applications where the source code is **not** available. Our model will employ machine learning techniques and in doing so it will be able to “observe” and infer the functional behavior of the legacy application. At the end of the inferential process our pipeline model will be able to generate an intermediate scripted definition of the observed legacy application. Finally, the inferred and scripted definitions, defined by our own Intermediate Translation Definition Language (ITDL in short) script, will be used by the last layer of our pipeline model to generate target platform code.

# Related Work

## Current state-of-the-art on image semantic segmentation

One of the first areas that our work is related to consists in the current state-of-the-art in image semantic segmentation. For our model pipeline to accomplish the desired results is necessary for the machine learning layer to have the ability of correctly identifying the visible user interface controls of the observed legacy application and their locations. Finally our machine learning model will be able to infer the overall scene layout of each user interface screens.

State-of-the-art and beyond research topics such as image classification [8] and image semantic segmentation [9] provide new opportunities for various machine learning related tasks ranging from recognition of a cat in an image, its actual position in the scene and the definition of the whole scene attributes such as all objects with dimensions and positions.

## Advances in machine-learning inference performance

Recent advances since 2010 in computer processing, storage and communication power – and particularly in the area of GPU based numeric/scientific massive parallel processing [10] brought a tremendous improvement to existing or ongoing approaches such as deep convolutional neural models. Currently GPU technologies such as NVIDIA Pascal architecture offer at acceptable price levels for high-performance computing power able to deliver over 10 TFLOPS of parallel computing on more than 3500 numeric computational cores. Prestigious image recognitions competitions such as ImageNet [11] demonstrate am amazing rate of improving of over past 10 years both related to the usage of Deep Learning and particularly deep convolutional neural networks and also to the use of GPU based massive parallel computing training of the machine learning models – from winner of 2010 competition that obtained a accuracy of 72% up to the winner of 2015 competition with a accuracy of over 96%.

# Architedture model

The generic architecture of our proposed pipeline presented in Figure (1) is based on a three main layers: (a) a basic data preprocessing layer consisting of a image/video stream capturing engine that will be responsible of “observing” the legacy system in order to feed input information to the following layer (b) the machine learning predictive layer responsible of analyzing the input stream frame-by-frame and reconstructing via ITDL the full user-interface scene layout and inferring models and controls structure; (c) based on machine learning layer ITDL output the final layer will generate source code in a language of choice (dictionary based rules) for the inferred user interface views with their own models and controllers.

|  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- |
| |  | | --- | | ***Target source code (OUTPUT)*** | | **Code generation layer (Layer C)** | | *ITDL script Output (Intermediate output)* | | **ITDL composition layer (Layer B.2)** | | **Machine Learning layer with Softmax output layer (Layer B.1)** | | *Image frame (Intermediate output)* | | **Pre-processing layer (Layer A)** | | ***Input video stream (INPUT)*** |   Figure 1 Model Architecture Layers |

## From video stream to ITDL to source code

The main proposed innovation of our paper in the area of automated programming is the introduction of a machine learning pipeline that will be able to accomplish real time user interface analysis and reconstruction for the case of legacy system porting to Cloud computing environments.

The proposed machine learning layer within our pipeline model architecture is responsible for the user interface scene inference as previously mentioned. The predictive machine learning model must analyze a stream of images delivered (as a movie/stream or application real runtime environment) from an actual interaction between a user and the legacy system. The actual processing consist in reading a stream of high-definition screens at over predictor features per screen and at least 10 frames per second, potentially for several hours. Finally the machine learning model is able to infer the screens, generating in real time outputs based on ITDL script language. Individual objects within the analyzed video stream are classified based on Softmax classification equation (1) where is the transpose vector of learned feature weights for a particular type of application user interface control class (out of a total o *N* trained classes).

(1)

Due to the use of the hypothesis function within the machine learning layer of the pipeline model we will be able to determine the actual “interface control probability” that a certain identified user interface control belongs to a certain class of controls such as button, label, and other user interface controls.

For the individual object position inference and the overall scene decomposition-assembly objective a straight-forward shallow sliding-windows mechanism will be used. In terms of complexity the pipeline model will use a variable sliding window range based on the provided pipeline training data. Nevertheless, the adaptation of the pipeline model to an online learning environment will provide a continuous stream of training cases (such as new controls shapes and behaviors) that will allow the pipeline model to self-adapt.

The actual screen definition of the user interface screens including model and controller information is based on a JSON/dictionary-style ITDL script as shown in *Output 1*.

**Output** 1 *ITDL Output (generic)*

Result = {

<string element name> : {

“TYPE”: { [<value> :<percentage>,] }

“LABEL”: <value>,

“COORD”: { <values> }

“SIZE”: { <values> }

“ACTION”: {<value> }

[ <string sub-element name> {

[<definition>] },

.....]

}

## Translation model algorithm

The generic process that describes the overall workflow of our pipeline model is presented in the following algorithm:

**Algorithm** 1 *Pipeline Model Overall Algorithm*

S0: Training phase

S0.1: If *pre-trained* Load pre-trained B.2

Else

S0.2: Preprocess training dataset with *Layer A*

S0.3: Train *Layer B.1* model

S1: *Layer A* connects to the legacy app video stream

S2: For each video frame observed by *Layer A*

S2.1: Preprocess data within *Layer A*

S2.2: *Layer B.1* receives data and predicts scene

S2.3: *Layer B.2* received predictions and accumulates

S2.4: If *Layer B.2* received new scene from prev

S2.4.1: Generate previous *scene ITDL*

S2.4.2: Send *scene ITDL* to *Layer C*

S2.4.3: *Layer C* generates *scene source code*

S3: Online training phase

S3.1: If *online labeling* available

S3.1.1: Train-update model *B.1*

S3.1.2: Add sample to training repository

S3.1.3: Save *pre-trained* model *B.1*

End

Return

## Use case

A presentation of a real-life legacy application use case and the actual ITDL output of the model will better clarify the actual process described in *Algorithm 1*. For this purpose we will use a real life windows desktop application presented below in *Figure 2*. For obvious confidentiality reasons in *Figure 2* the details/data within some of the fields has been obfuscated.

Our proposed test use case is based on short “analysis” time frame that our pipeline model has conducted on the legacy application interface screens. The first stage of our pipeline model assumes our machine learning layer is allready pre-trained on a training dataset specialized in application user interface controls. *Layer A* of our pipeline model will capture the application screen as described by *Figure 2* and will apply image segment extraction based on various sliding-windows (step *S2.1* of our pipeline model algorithm). For each extracted window the Softmax classifier will infer the top options for that particular segment in terms of user interface control class. Given a higher-than-average probability inference for a certain sliding-window we can then assign various properties such as dimension and location followed by the inference of the control content (such as user interface button caption or option grid texts)

|  |
| --- |
| Figure 2 Desktop legacy application |

In the following script output (*Output 2*) we present the inferred scene properties for the above use case:

**Output** 2 *Use Case* *ITDL Output*

Result = {

“lblORDIN” : {

“TYPE”: {

“CAPTION” : 0.97

},

“LABEL”: “ORDIN DE PLATA”,

“COORD”: { X: 5, Y: 5},

“SIZE”: {X: 150, Y: 20},

“ACTION”: “None“,

“BOUNDDATA”: “None”,

“CHILDREN”: “None”

},

“lblNr” : {

“TYPE”: {

“AUTOEDIT” : 0.55,

“EDIT”: 0.41,

},

“LABEL”: “Nr.”,

“COORD”: { X: 165, Y: 4},

“SIZE”: {X: 40, Y: 20},

“ACTION”: “None“,

“BOUNDDATA”: “lblNr\_Data”,

“CHILDREN”: “None”

},

“lblPLATITI” : {

“TYPE”: {

“EDIT”: 0.89

},

“LABEL”: “PLATITI:”,

“COORD”: { X: 215, Y: 4},

“SIZE”: {X: 180, Y: 20},

“ACTION”: “on\_lblPLATITI\_Change“

“BOUNDDATA”: “None”,

“CHILDREN”: “None”

},

“lblLEIadica” : {

“TYPE”: {

“LABEL”:0.91

},

“LABEL”: “LEI, adica”,

“COORD”: { X: 395, Y: 5},

“SIZE”: {X: 35, Y: 20},

“ACTION”: “None“,

“BOUNDDATA”: “None”,

“CHILDREN”: “None”

},

“gidUnnameGridArea”:

{

“TYPE”: {

“VIEWGRID”,:0.99

},

“LABEL”: “None”,

“COORD”: { X: 5, Y: 35},

“SIZE”: {X: 450, Y: 350},

“ACTION”: “None“,

“BOUNDDATA”: “None”,

“CHILDREN”: {

“lblPLATITOR” : {

“TYPE”: {

“COMBOEDIT” : 0.59,

“AUTOEDIT”: 0.30,

“EDIT”: 0.10

},

“LABEL”: “PLATITOR:”,

“COORD”: { X: 3, Y: 3},

“SIZE”: {X: 185, Y: 20},

“ACTION”: “on\_lblPLATITOR\_Change“

“BOUNDDATA”: “lblPLATITOR\_Data”,

},

. . .

}

As presented in *Output 1* our pipeline model generates a full scene inference for the desktop based application with the screen captured in Figure 2. Based on the actual user interaction with the legacy system the pipeline generates a maximum likelihood probability for each user interface control class. The inferred user interface control class is presented together with with other highly likely potential candidates if such exists.

# Implementation considerations

As previously mentioned the machine learning layer of our pipeline model will fully rely on a shallow model architecture. The main reason behind the employment of a shallow machine learning model instead of a classic deep convolutional neural network for image recognition is based on the sparsity of training data for each individual user interface element at the moment of system experimentation. In order to train a deep convolutional network for full scene inference as described by [9] [8] [12] we would need either a pre-trained model or a massive training dataset. Due to the nature of our target scenes that we have to infer we will not be able to use pre-trained models on pictures/photographs such as well-known convolutional models such as AlexNet [8] or Inception [13]. Currently well known methods are available for dataset enrichment such as sample generation and labeling based on SVMs [14] or other simple regression techniques. However in our case the individual user interface control class sample observations are just too few to apply any kind of regression or noise-based dataset enrichment.

As a result, a small variable dimension training set can be actually provided as described by the sample data in *Table* 1 and *Equation* 2, where is the feature vector for the mth training sample from a given training dataset of *M* samples and a maximal sample dimension of (, *cls* is the actual control class label (for example “B” for interface button and “L” for visual label). Note that each training sample belongs to a certain class and each class has a particular dimensional space.

|  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| **Nr** | **Nr**  **F** | **F**  **1** | **F**  **2** | **...** | **...** | **...** | **...** | **...** | **...** | **cls** |
| ... | ... | ... | ... | . | ... | . | ... | ... | . | ... |
| K |  |  |  | ... |  | ... | *na* | *na* | . | B |
| ... | ... | ... | ... | . | ... | . | ... | ... | . | ... |
| J |  |  |  | ... |  | . |  | *na* | . | L |
| ... | ... | ... | ... | . | ... | . | ... | ... | . | ... |

*Table 1 - Sample training data*

(2)

Basically, the pipeline model training dataset will contain a multitude of sub-datasets, each sub-dataset with its own dimension space. The preprocessing phase of *Layer A* within our pipeline model is responsible of scaling the samples to the actual sliding window dimensional space.

Due to the potential high parallelizable nature of our layers within the pipeline architecture – with emphasis particularly on *Layer B.1*, *Layer B.2* and *Layer C* – we employ a map-reduce approach for each of the mentioned layers. At the level of the machine learning layer model we are able to generate inferences in parallel for multiple observed sliding-windows within the video streams. As a result, the proposed pipeline model is gracefully scaling the entire computations required by machine learning model on available resources. Using either OpenCL [14] or CUDA [10] we can deploy kernels on affordable GPU infrastructure that will compute inferences at the level of sliding-window for each and all known and labeled controls.

Using the proposed feedback-loop described by *S3.1.1, S3.1.2* and *S3.1.3* or *Algorithm 1* we can feed correct labels back to the already trained model in order to online-update the model parameters and thus improve scene inference accuracy. Finally, based on a Cloud Computing environment the pipeline model should be able to continuously update the trained weights based on model averaging from sequential or parallel scene inference jobs and create a powerful pre-trained machine learning model.
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