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# 绪论

## 选题背景及意义

随着计算机和互联网技术的飞速发展，网络的普及率越来越高，网民规模日益庞大，“全民上网”正逐渐成为现实。中国互联网络信息中心（CNNIC）发布的第41次《中国互联网络发展状况统计报告》中指出：截至2017年12月，我国网民规模达7.72亿，普及率达到55.8%。[1]

互联网技术的革新与发展也并不仅仅体现在网民规模的增长上，不断创新的互联网模式为用户提供多样化的、覆盖面更广的线上线下服务，使得人们的生活越来越便捷。移动支付比例持续提高并向农村渗透，手机付款已经逐渐成为了一种生活习惯；共享单车和网约车服务提高了人们的出行效率；线上政务服务使人们能够随时随地缴纳水电气费；除了基础生活服务外，网络娱乐的形式也更加丰富。随着越来越多的人活跃在网络上，人们积极地在各种网络平台上发表观点和看法，产生了大量的文本数据。由于其庞大的数据量，采用人工方法进行处理是非常困难的，利用计算机技术对用户评论、社交数据进行分类、处理、应用有着重要意义，文本情绪分析就是其中一个研究方向。

文本情绪分析是指将文本按照所包含的主观情绪进行分类，一般实现正向和负向的二级分类，或正向、负向、中性的三级分类。网络论坛中的评论文本，包括对商品的评价、对事件、政策的态度等。对这些文本进行情绪分类，对于网络舆情检测、商业市场分析等有着重大意义，并为进一步的文本分析、提取、过滤、自动文摘建立基础。

## 文献综述

一般认为，有关情绪分析的研究最早由BO PANG[]于2002年提出，之后的时间中吸引了很多研究人员的关注。随着计算机技术特别是机器学习与深度学习的逐渐发展，越来越多的方法与技术被用于文本情绪分析，很多方法在此领域都取得了不错的成果。现有文本情绪分析的方法主要可以分为两大类，即无监督学习和监督学习。

文本情绪分类中基于无监督学习的方法一般为基于词典和规则的分析方法，这种方法依赖于完善的情感词库和准确的语法规则分析。早在文本情绪分析概念提出前，就有很多有关词语情感的研究可以用于情感词典的构建。Hatzivassiloglou 和McKeown[]在1997年基于一种语言现象“相同情绪的词常以and连接；相反情绪的词常以but连接”提出预测词语情绪倾向的方法，先选取部分初始种子集利用and,but进行词语拓展，根据词语相似度进行聚类构建情感词典。Turney等人在2002年提出利用基准词（excellent,poor）与目标词之间的点互信息(PMI)去度量两个词的相关程度从而进行词语倾向性分析。Hu和Liu在2004年利用WORDNET中同义词与反义词的关系信息来预测词语极性，扩充情感词典。在国内，朱嫣岚等人在2005年利用Hownet中语义相似度和语义相关场的计算来分析中文词语倾向，拓展中文情感词典。另外也有针对专门领域情绪分析的研究，2012年刘晓东等人利用点互信息对新浪微博数据分析，建立了微博情感词典，以此为基础进行情绪分析。在word2vec工具出现后，2016年黄仁[]等人利用word2vec计算出的词语相似性信息建立情感词典，对商品评论进行情绪分析。均取得了不错的成果。

基于监督学习的方法以机器学习方法为主，是近年来研究的热门。采用机器学习方法时，往往将文本情绪分析问题看做一种文本分类问题，将文本表示为特征向量，输入分类器进行分类。BO Pang等在2002年首先在情绪分析问题中使用机器学习方法，用词袋模型表示特征向量，选用最大熵模型、朴素贝叶斯、支持向量机分类器进行准确率比较，最终实验表明当使用支持向量机分类器和unigrams能够得到更好的效果。之后的很多研究多集中在特征向量表示和特征提取方法的改进，但由于句子语义的复杂性，文本向量化始终存在很多问题。随着深度学习的提出及发展，为特征提取找到了新的方向。卷积神经网络模型由于可以进行局部特征值的提取，被广泛应用在语音识别、图像识别等多个领域。Yonn Kim[]首次将卷积神经网络模型应用在文本分类中，取得了不错的效果。在国内，中国科学院唐慧丰等将机器学习各种分类方法和特征表示、特征选择方法用于中文情感分类中并比较其准确性，结果表明采用Bigrams特征表示方法、信息增益特征选择方法、支持向量机分类器能取得较优的结果。刘龙飞等将卷积神经网络方法用于微博情绪分类研究，分别对词向量级和字向量级原始特征进行操作，均取得了比较好的性能。情绪分析相对于其他文本分类问题，由于情感表达的复杂和歧义、对领域依赖性较高等特点，更难取得较好的准确率。中文分类相较于英文分类，由于中文词词性词义复杂，对其情绪分析难度更高。

除了以上提及的研究外，还有很多专家和研究人员为文本情绪分析研究投入了很多精力，并在各自方向取得了不错的成果。自然语言处理以其独特的魅力吸引着越来越多的研究人员。

## 研究框架

本文主要研究论坛帖子评论文本的情绪分析，基于google于2013年开源的tensorflow机器学习计算框架，分别搭建BP神经网络和卷积神经网络，并采用不同特征提取和选择方法、不同神经网络参数进行比较分析、提出改进方案。最终得到较为准确的情绪分析方法，并组织成一个实用的情绪分析系统。

第一章主要介绍了选题的背景及其意义，国内外研究人员在此问题研究上已经取得的进展，并简要介绍了中文文本情绪分析的难点所在。

第二章介绍有关情绪分析问题的相关理论知识，主要包括文本预处理、中文分词、特征向量表示和特征选择的有关方法。

第三章设计并实现利用BP神经网络进行文本情绪分类的模型，并针对不同特征向量表示方法及模型参数进行实验，给出实验数据和相关结论。

第四章设计并实现使用卷积神经网络进行文本情绪分类的模型，利用卷积层进行特征提取，给出模型调优对比实验数据及相关结论。

# 相关理论知识及技术

## 数据预处理

在自然语言处理工作中，往往将词语作为处理的基本单位。在英文语言中有空格作为自然明确的词语分割符，但在中文中词与词之间没有分隔符，我们在处理中文文本时就多了一步分词的步骤。不仅如此，由于汉语的词汇和语义复杂性，同一个句子有不同的分词方式且它们可能表示不同的含义。这使得中文分词成为了一项颇有难度的工作，并且分词的质量会在很大程度上影响后续处理的效果。

常用的分词方法有基于词典和规则的方法、基于统计的方法。基于词典和规则的方法是根据已有词典，利用一定规则进行匹配。常见方法有：1）正向最大匹配：将文本从左向右取词典中最长词条长度作为待匹配字段，若待匹配字段在词典中，则将该词从文本中切下来，若不在，则去掉该字段最后一个词继续匹配。2）逆向最大匹配与正向最大匹配方式相同，区别在与匹配时从右向左进行。3）双向最大匹配将正向与逆向匹配到的词同时收录。基于统计的方法利用机器学习和概率模型进行分词，基本思想是根据字与字同时出现的概率和组合频率来判断是否能组成一个词。目前常用方法有隐马尔可夫模型、最大熵模型、N元文法模型等。

随着中文分词需求量越来越大，出现了很多分词工具供研究人员使用。比较常用的有：中科院计算所NLPIR、哈工大LTP、Hanlp分词器，基于python的jieba分词。

对文本进行分词后，往往会发现有很多常用词出现频率很高但对于文本分析基本没有帮助，如“的”“这”“那”“了”。此时一般会选择使用停用词词典进行停用词过滤，从而节省存储空间，提升效率。

## 文本特征向量化

中文文本用汉字表示，但计算机无法理解自然语言。因此需要将文本表示成计算机能够识别的形式，一般是向量形式。同时还需要保证向量能够尽量表达文本的特征。

常用的特征向量化基本方法为词袋模型，也称one-hot模型。该模型以词表长度作为向量长度，向量的每一个位置代表一个词，用布尔值来简单表示该词在或不在所表示的句子里。

例如词典为：{我 小花 喜欢 阳光 需要}

“我喜欢小花”可以表示为：[1 1 1 0 0]

“小花需要阳光”可以表示为：[0 1 0 1 1]

One-hot的方法只表示句子中是否有某个词出现，而没有考虑他们的出现频率、重要程度。通常还可以使用tf-idf模型来表示句子向量，这种模型考虑了词语出现的频率及其辨别能力。基本思路是，如果一个词在某个文本中出现次数较多，而在其他文本中出现较少，那么这个词可以更大程度的表征该句子的特征。其中tf指词频，为词条在文本中出现的频率。idf被称为“逆文本频率指数”，计算方法为文本总数目除以包含词语x的文本数目，将得到的商取对数。if与idf的乘积就是词语的在文本中tf-idf值。进行文本特征向量表示时，计算词表中每一个词在文本中的tf-idf值，将所组成的权值向量作为特征向量。

## 特征选择

将文本表示为特征向量后，特征向量维度通常非常大，这是由于特征词数量过大造成的。过大的维度为后续的计算造成了很大的困难，并且某些特征项的区分度较低，实际上对后续的分析处理没有太大的影响。使用特征选择的方法，选择对文本分类影响力大的特征项，能够有效的降低特征维度，并可以从一定程度上提升分类的准确率。

常用的特征选择方法有卡方检验、信息增益、互信息等。

本文中选用卡方检验作为特征选择方法，卡方检验方法的基本思想是通过实际值和理论值的偏差大小判断理论的正确性，偏差较小时接受原假设，偏差较大时判断原假设不成立。应用在特征选择中时，通常将特征词x与类别t不相关作为原始假设，被衡量的值应该为x在t中出现的频率和x在所有文档中出现的频率。此时实际值可以被看做是x在t中的频率，理论值可以看做x在全类别中的频率。利用卡方检验中的偏差衡量计算公式来计算特征词（也就是特征向量中的特征项）与类别t的卡方值。卡方值越大说明特征项与类别越相关，实际运用时按照需要选择前k大的特征。

## 词向量表示方法word2vec

随着深度学习的发展及其在语音识别、图像识别等方面的成功应用，深度学习在自然语言处理领域也逐渐有了更多的应用。利用深度学习的方法进行情绪分析即情绪分类需要将文本中的词表示为向量形式。传统的词向量表示方法为one-hot Encoder方法，与文本特征向量表示的方法类似，在与词表长度相同的向量中，将词在词表中出现的位置设为1。这种方法维度过高，且不能表示词与词之间的关联。word2vec的词向量表示方法推出后，很快成为了深度学习在自然语言处理领域的必要工具。

word2vec方法原理基于Tomas Mikolov[]的论文，利用神经网络的方法将词语表示为实数向量，word2vec由谷歌在2013年开源。word2vec包含两种模型：CBOW和Skip-gram。CBOW模型是由一个词的上下文来预测该词；Skip-gram则相反，是通过一个已知词来预测上下文。在使用过程中可以通过指定窗口值来确定需要考虑的上下文窗口。

在word2vec出现之前，已经有利用神经网络来训练词向量的研究，传统的CBOW模式是使用带一个隐层的神经网络。网络的输入是one-hot表示的目标词上下文词向量，输出是所有词的最大softmax概率，也就是目标词的one-hot词向量。所求的词向量结果为神经网络的参数。Skip-gram与CBOW模型相反，输入为目标词one-hot词向量，输出为softmax概率最高的上下文词向量。由于词汇表很大，使得这种模型的计算量非常大。

Word2vec也使用了CBOW和Skip-gram两种模式，但改进了训练所用的神经网络模型。给出了两种优化方式，Hierarchical Softmax方式使用哈夫曼数来代替从隐藏层到输出层的映射；Negative Sampling方式使用负采样方法来简化概率值的求解。

使用word2vec训练出的词向量能够较好的表示词语特征及词与词之间的关系。

# 基于BP神经网络的情绪分析

## 模型构建及实现

### 文本预处理

现有的可以用于情绪分析的中文标注语料集较少，且没有统一的评测数据来评测模型准确率。本文在选取数据集时，二分类数据集使用中科大谭松波等人[]提供的酒店评论语料，正负向各2000条，且使用该数据集作为模型构建实验评测标准。需使用到三分类（正向、负向、中性）数据集的地方，利用爬虫爬取豆瓣影评，以豆瓣评星作为基础标注，又进行了手动筛选，最终得到三种分类各约3000条数据。

本文选择python的jieba分词库作为分词工具，选择适合文本分析的精确模式即尽可能精准的对文本进行分词，并使用自定义词典添加了部分自定义词，如“很好”“非常好”之类对情绪分析很有帮助且正常分词可能会被切分的词。分词工具还可以进行词性标注，用于后续特征表示。分词结果示例如图：

![](data:image/png;base64,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)

分词之后进行停用词过滤，在通用的停用词词典中删去一些对文本情绪分析有所帮助的程度副词，最终形成包含1893个字符的停用词词表，对分词后文本进行停用词筛选。

### 特征向量表示和特征选择

对分词后的文本集，使用python的sklearn库选取出现次数大于5次的词形成词表。

在选取特征向量表示方法时，对多种方法进行了实现，并实验评测其准确度以便选取较优的方法。

首先使用one-hot模型进行特征向量表示。之后利用python的sklearn库实现了使用tf-idf方法表示的特征向量。考虑到文本情绪分析相较于其他分类问题的特殊性，提出了one-hot模型的变形实现方案，按照我们的普遍认知，副词和形容词对情绪表达的贡献度最高，动词次之，名词及其他词表达情感较小。因此将one-hot模型中对每个词出现与否的布尔值表示改为按词性设置为不同权重。具体实验及结果见下文。

本文使用卡方检验作为特征选择方法，取卡方检验值前k大作为选择后的特征。最终每个文本形成一个k维向量作为后续神经网络的输入。

### BP神经网络模型搭建

本文中使用的BP神经网络模型为带隐层的全连接神经网络结构，隐层的数目和结点数由后续实验决定。本文使用tensorflow框架进行神经网络的搭建与训练验证，只需进行计算图的构建，又框架实现计算过程。

神经网络输入为文本的特征向量，输入层结点数为特征向量维度。网络输出为分类结果，输出结点数为类别数，例如：正向表示为[1,0]，负向表示为[0,1]。

神经网络训练过程中，首先将参数设为随机值，定义交叉熵代价函数为损失函数。利用优化算法向着损失函数取极小值的方向不断调整参数。

在优化算法选取过程中，首先选用了随机梯度下降算法。实验过程中发现，在调整隐层结点数目时需随之调整算法的学习率，否则由于学习率过大或过小有时网络的训练会出现问题。因此将优化算法改为自适应梯度下降算法（adam），算法能够自行为不同参数计算使用自适应性学习率。同时为了防止过拟合现象，在损失函数中加入了l2正则化系数。

计算准确率时，在数据集中随机选取10%数据作为验证集，其余数据作为训练集，在训练集中进行多次迭代训练网络参数，最后在验证集上计算准确率。

通过合理的参数设置，该网络能够取得较好的分析准确率，具体实验过程及准确率见下文。

## 实验过程及分析

### 特征向量表示和特征选择方法

初始进行实验时，选用带两个隐层的神经网络，隐层结点数设置为100，特征向量维度即输入结点数设为200，在二分类数据集上进行实验。

首先对三种文本特征向量表示方法进行实验：分别是one-hot模型，考虑词性的one-hot模型，tf-idf模型。分别进行五次实验，对比实验数据：

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| 特征向量表示 | 1 | 2 | 3 | 4 | 5 | 平均值 |
| one-hot | 0.836 | 0.838 | 0.833 | 0.815 | 0.818 | 0.828 |
| one-hot pos | 0.775 | 0.797 | 0.823 | 0.801 | 0.813 | 0.8018 |
| tf-idf | 0.792 | 0.754 | 0.764 | 0.803 | 0.754 | 0.7734 |

通过实验数据可以看出在这三种方法中朴素的one-hot模型对情绪分析而言效果更好。针对词性区分权重的方法并没有取得更好的效果，这也从某种程度上符合文献[]中的实验结论，相比于只采用形容词作为特征，采用所有词作为特征可以更好的达到情绪分析的效果。Tf-idf权重向量方法在本实验中也没有取得更好的效果。

本实验使用卡方检验方法作为特征选择方法，为了验证特征选择方法的有效性，将使用了特征选择与未使用特征选择作为对比实验：

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| 特征选择 | 1(准确率) | 2 | 3 | 4 | 5 | 平均值 |
| 卡方检验 | 0.836 | 0.838 | 0.833 | 0.815 | 0.818 | 0.828 |
| 不使用 | 0.775 | 0.797 | 0.823 | 0.801 | 0.813 | 0.8018 |

不使用特征选择时，特征向量维度为词表长度，本实验中为3190。使用卡方检验方法选择200维向量，实验表明特征选择方法不仅能够有效降维降低计算复杂度，也一定程度上增加了分类准确率。

### 神经网络模型参数调优

以双隐层神经网络为基础，输入特征向量维度为200，调整隐层结点数为50、100、200，进行对比实验：

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| 隐层结点数 | 1(准确率) | 2 | 3 | 4 | 5 | 平均值 |
| 50 | 0.813 | 0.811 | 0.831 | 0.772 | 0.846 | 0.8146 |
| 100 | 0.836 | 0.838 | 0.833 | 0.815 | 0.818 | 0.828 |
| 200 | 0.841 | 0.854 | 0.816 | 0.831 | 0.831 | 0.8346 |

实验表明，随着结点数的增加，分类的准确率有小幅度提升（隐层结点数不能超过输入结点数）。为了比较输入结点数与隐层结点数的关系。将特征选择后向量维度调整为400，再次进行对比实验：

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| 隐层结点数 | 1(准确率) | 2 | 3 | 4 | 5 | 平均值 |
| 100 | 0.828 | 0.826 | 0.816 | 0.819 | 0.816 | 0.821 |
| 200 | 0.824 | 0.843 | 0.851 | 0.856 | 0.805 | 0.8358 |
| 400 | 0.82 | 0.89 | 0.854 | 0.844 | 0.849 | 0.8514 |

比较隐层结点数可以看出分类的准确率会随着结点数的增加而有小幅度提升。比较输入向量维度可以看出到目前为止分类的准确率会随着向量维度的增加而提升。增加向量维度到800，设置隐层结点数为800，再次进行实验，将不同向量维度实验数据进行比较：

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| 输入向量维度 | 1(准确率) | 2 | 3 | 4 | 5 | 平均值 |
| 200 | 0.841 | 0.854 | 0.816 | 0.831 | 0.831 | 0.8346 |
| 400 | 0.820 | 0.890 | 0.854 | 0.844 | 0.849 | 0.8514 |
| 800 | 0.854 | 0.852 | 0.836 | 0.818 | 0.834 | 0.8388 |

当将向量维度增加到800时，准确率并没有进一步提升反而有所下降，可能是由于出现了冗余特征项造成，过大的向量维度也对计算造成了困难。特征向量维度为400时准确最高，在之后的实验及应用中将统一采用400维向量。

为了比较隐层数量对分类结果的影响，以特征向量维度为400，隐层结点数为400，对单隐层、双隐层、三隐层网络进行对比实验：

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| 隐层数 | 1(准确率) | 2 | 3 | 4 | 5 | 平均值 |
| 单隐层 | 0.849 | 0.892 | 0.857 | 0.829 | 0.854 | 0.8562 |
| 双隐层 | 0.820 | 0.890 | 0.854 | 0.844 | 0.849 | 0.8514 |
| 三隐层 | 0.844 | 0.829 | 0.861 | 0.826 | 0.854 | 0.8428 |

随着网络层数的增加，分类的准确率并没有得到提升，因此可以选取单隐层网络作为训练模型。

经过多次实验后，最终得到准确率最高的基于BP神经网络的训练方法为：使用one-hot模型进行文本特征向量化，卡方检验作为特征选择方法，最终得到维度为400的特征向量，输入单隐层网络进行训练，隐层结点数为400。

# 基于卷积神经网络的情绪分析

## 模型构建及实现

### 文本预处理及词向量表示

此处使用与上一章节相同的中文分词和停用词过滤方法。

卷积神经网络的输入应为文本词向量所构成的矩阵，矩阵的长为词向量维度，矩阵的长为文本长度。为了使不同长度的文本组成相同大小的矩阵，应以最大文本长度为矩阵长，不足长度的文本在构成矩阵时进行向后补零操作。

输入的词向量可以有两种选择，随机向量化和经过训练后的词向量。

使用随机向量化的方式，为每个词在词表中建立编号，利用高斯分布对每个词的词向量进行随机初始化，完全由卷积层去进行特征学习，设置词向量维度为400。

使用经过训练后的词向量，相当于为卷积层提供了一部分先验知识，在此基础上再进行学习。本文中使用word2vec作为词向量训练方法，word2vec语言模型使用由维基百科训练出的模型，词向量维度也为400。

### 卷积神经网络搭建

卷积神经网络最早由Hubel与Wiesel提出，多用于语音和图像识别。近年来也逐渐用于自然语言处理领域，并取得了很好的效果。

本文所使用的卷积神经网络模型结构如图所示：

输入层中输入的为词向量所组成的二维矩阵，若文本最大长度为n，词向量维度为400，矩阵大小就为n\*400。

卷积层的作用是进行局部特征的学习，相当于用过滤器（卷积核）来过滤矩阵的局部区域，根据卷积核的参数不同得到矩阵的局部区域特征。卷积核工作原理示例：

在用于文本处理时，卷积层其实就是学习n-gram特征，也就是词语的上下文特征。在对图像进行卷积操作时，使用的卷积核往往是n\*n大小，而在处理文本时，卷积是整行整行进行的，卷积核长度为词向量长度，这样学习到的就是以词为基本单位的特征而不会将词拆分成几部分。为了能够学习到不同窗口大小的n-gram特征，可以定义多种不同的卷积核宽度，本实验中定义卷积核宽度为3,4,5。并为定义每种卷积核数量为64个。经过卷积操作后，得到3\*64个一维特征图。

最大池化（max-pooling）层用于提取卷积层所得到的特征图中的最重要信号。该层操作时从每个一维的特征图中提取最大的特征项。最终输出为所有特征图的最大特征项，在本实验中为一个长度为192的一维向量。

之后是全连接层，利用softmax方式将得到的长度为192的一维向量连接到输出层，输出层为文本分类结果。

该卷积神经网络模型中，优化器依然使用自适应梯度下降算法（adam）。在全连接层中，为了防止过拟合，使用了l2正则化系数进行参数约束。同时还使用了dropout技术，在训练过程中随机让网络结构中某些结点权重暂时不更新。本实验在训练过程中将dopout系数设置为0.5，即随机让一半结点暂时不更新权重。

准确率计算过程与上一章相同，随机选取数据集的10%作为验证集，在训练集迭代训练网络完成后，使用验证集进行准确率计算。

## 实验过程及结论

对两种输入词向量表示方法，随机词向量生成和word2vec向量生成进行比较实验：

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| 词向量表示 | 1(准确率) | 2 | 3 | 4 | 5 | 平均值 |
| 随机生成 | 0.849 | 0.892 | 0.857 | 0.829 | 0.854 | 0.8562 |
| Word2vec | 0.820 | 0.890 | 0.854 | 0.844 | 0.849 | 0.8514 |

通过实验可以看出，提供了先验知识的word2vec词向量表示方法对分类的准确率有明显提升。这也是正是word2vec在深度学习的自然语言处理领域广泛使用的原因。

对卷积神经网络的最优结果与上一章中所用的BP神经网络最优结果进行对比，结果如下表：

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| 词向量表示 | 1(准确率) | 2 | 3 | 4 | 5 | 平均值 |
| 随机生成 | 0.849 | 0.892 | 0.857 | 0.829 | 0.854 | 0.8562 |
| Word2vec | 0.820 | 0.890 | 0.854 | 0.844 | 0.849 | 0.8514 |

通过对比可以看出，卷积神经网络模型所得到的平均准确率要略高于BP神经网络，且卷积神经网络所得到的准确率较稳定。

# 结论

/\*结论作为单独一章排列，但不加章号。

结论是对整个论文主要成果的归纳，要突出设计（论文）的创新点，以简练的文字对论文的主要工作进行评价，一般为400～1 000字。

如果需要参考结论示例，请单击菜单插入 → 自动图文集 → 结论，选择“结论示例”即可。\*/

# 致谢

/\*可以在正文后对下列方面致谢:

国家科学基金、资助研究工作的奖学金基金、合同单位、资助或支持的企业、组织或个人;

协助完成研究工作和提供便利条件的组织或个人，

在研究工作中提出建议和提供帮助的人;

给予转载和引用权的资料、图片、文献、研究思想和设想的所有者

其他应感谢的组织或个人。

内容应简洁明了、实事求是，避免俗套。以下为举例 \*/

感谢我的导师XXX老师，谢谢她对我的悉心指导。她无私的关爱和严谨的治学态度，将激励我不断的进取，走好以后的道路。其次，还要感谢在这四年的学习中教过我的所有老师们，谢谢他们传授给了我知识。我的同学XXX，在写作的过程中给我提供了一些宝贵的资料和建议，在此一并感谢！



/\*是正文主体的补充项目，并不是必需的。下列内容可以作为附录：

（1）为了整篇材料的完整，插入正文又有损于编排条理性和逻辑性的材料；

（2）由于篇幅过大，或取材于复制件不便编入正文的材料；

（3）对一般读者并非必须阅读，但对本专业人员有参考价值的资料；（如外文文献复印件及中文译文、公式的推导、程序流程图、图纸、数据表格等）

附录按“附录A，附录B，附录A1“等编号。

请单击样式“附录1”为第1级的附录编号，样式“附录2”为第二级的附录编号，样式“附录3”控制第三级别的样式。\*/

# 参考文献

/\* 如需要撰写参考文献的帮助，请单击插入 → 自动图文集→ 参考文献，选择“参考文献著录格式说明”词条，将插入详细的各种参考文献著录格式说明与示例，也可选择插入常用的文献类型示例词条，如“期刊论文著录示例”词条。
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可使用如下两种方法之一插入参考文献，如参考文献较多且在写作过程中更改较大，建议采用第一种方法。

方法一：选择插入 → 引用→ 脚注与尾注，将显示“脚注与尾注”对话框，选择“尾注”，输入参考文献内容（系统会自动插入参考文献的编号，并跳转到参考文献内容输入处）请通过“字体”对话框取消参考文献内容前的编号的上标格式，并加上方括号。如果文中多处引用了同一篇文献，从第二处起请采用插入 → 引用→ 交叉引用的方法插入文献标示。这样当增删参考文献的时候，编号会自动调整。
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