基于深度学习的中文语音合成技术研究
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**摘 要** 语音合成技术在近些年得到较快发展，但在真实性和自然度等方面还是存在一些问题。深度学习技术应用于语音合成，目前已经可以表现出和基于隐马尔科夫模型以及基于语音拼接的语音合成技术相当的合成性能。由于其拥有强大的建模能力，而且有更好的灵活性、易控制性，深度学习技术在提升语音合成性能方面有很大的潜力和研究价值。递归神经网络(RNN)、长短时记忆神经网络(LSTM)以及门阀递归单元神经网络(GRU)是几项典型的深度学习模型。通过多组对比实验，展示这些深度学习技术在语音合成方面的有效性。
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引言

语音合成技术主要分类两类：基于语音拼接和基于统计参数的语音合成方法。语音拼接语音合成需要建立较大的语音库，然后根据待合成文本的特征，从语音库中选择合适的语音片段，将语音片段进行拼接得到完整的合成语音。

基于统计参数的语音合成技术通过训练带参数的模型，再将本文的语言学特征作为输入，利用模型来预测相应的语音声学特征，最后借用声码器将声学特征合成得到语音。隐马尔科夫模型(Hidden Markov Model)就是统计参数语音合成技术的典型代表，在过去的几十年里得到广泛研究[1,2,3]。隐马尔科夫模型对时序信号有这很好的建模能力，因此，可以将其用作声学模型，用来解决语音合成中声学特征和语言学特征之间的复杂映射关系问题。并且，研究表明，隐马尔科夫模型在语音合成方面表现出了很好的性能。

但是隐马尔科夫模型也存在一些弊端。基于统计参数的语音合成技术是通过对文本特征和声学特征之间的关系进行建模，由于文本和语音都是时序信号，涉及到的文本特征必然是复杂的上下文相关的因素（[1]指出影响英语语音合成效果的上下文相关特征有50多种，包括音素学、语言学、语法学等），因此，对如此复杂的文本特征和声学特征构建其映射关系需要模型具有很强的表现能力。隐马尔科夫模型对每种上下文相关的特征独立构建模型，即上下文相关的隐马尔科夫模型。但是，由于无法在有限规模的训练数据集中包含所有可能的上下文相关的特征，因此导致上下文相关的隐马尔科夫模型不能涵盖所有特征情况。虽然，隐马尔科夫模型采用基于决策树的上下文聚类方法[3]来解决这个问题，但是，对于非常丰富而且更复杂的上下文关系，隐马尔科夫模型的表现能力还是不足。

神经网络就能更好地对复杂关系进行建模。

随着深度学习技术的不断发展，将其应用于语音合成的研究工作也越来越多。深度前馈神经网络(Deep Forward Neural Network)具有全连接特性，能直接对复杂映射关系进行建模[4,5,6]。可以认为深度前馈神经网络替代隐马尔科夫模型中的决策树，模型表现能力比后者更强。但是，深度神经网络是一帧一帧地对文本特征和声学特征的映射关系进行建模的，完全没有考虑上下文的依赖关系，这跟语音和文本的时序特性不相符。递归神经网络(Recurrent Neural Network)能很好地对时序信号的上下文依赖关系进行建模。长短时记忆网络(Long Short-Term Memory Neural Network)[7][8] [10]和门阀递归神经网络(Gated Recurrent Neural Network)[9][11]是递归神经网络的变种。本文会把这两种神经网络模型用于语音合成。

本文的组织结构如下：第二部分介绍中文语音合成的流程和相关技术；第三部分通过实验比较几种深度学习模型在中文语音合成上的表现；最后作总结。

基于深度学习的中文语音合成技术

2.1 语音合成的基本流程

**图1. 语音合成的流程**

基于统计参数的语音合成，主要通过模型来描述语音的声学特征和文本的语言学特征之间的映射关系，它分为训练阶段和测试阶段（合成阶段）。在训练阶段，首先对训练语音提取声学特征，主要包括LF0、bap以及mgc等，作为模型的输出向量；对训练文本进行文本分析，得到上下文相关的标注，这将在下一部分详细介绍；借助设计好的问题集将标注转换为取值是0或1的二值型元素（比如对“该音素是否是元音”的回答结果）或者取值连续的元素（比如对“当前短语中的音素个数“的回答结果），共同构成模型的输入向量。对于深度学习模型，训练过程就是逐步迭代更新参数，以最小化预测输出和实际输出之间的误差。

2.2中文文本分析  
对于中文文本，首先需要对其进行预处理，比如去除文本中的特殊标点符号（省略号、书名号等）、韵律符号的标准化处理、停顿的处理等。对经过预处理之后的文本进行分词，将整句文本拆分为中文词语并生成对应的发音。然后，统计文本的上下文相关的特征，  
在我们的实验中，文本特征主要涵盖音素、音节、词、短语、句子几个层面。另外，不仅统计当前音节、词和短语的信息，还统计前一个和后一个音节、词和短语的相关信息。统计信息包括：当前音素、前一音素、后一音素、当前音素在当前音节中的位置（包括前向和后向）、（前一音节、后一音节）当前音节的声调和所含的音素个数、词（短语、句子）中所含的音节数目等等。结合问题集，可以把统计的文本信息转化为数值向量，比如通过回答问题“当前音素是否是音素a”可以得到0（否）或者1（是），问题“当前短语中的音素个数”就可以得到连续型数值。

2.3深度学习模型  
深度学习模型对复杂的映射关系有更好的建模能力。深度前馈神经网络是最普通、最简单的网络模型，它通常有多个隐含层，每一层都对其输入进行如下非线性变化：  
（神经网络的表达式）  
经过网络输出层的输出是模型对输入的预测输出，该预测和输入对应的实际输出（标注或答案）之间存在误差，通过损失函数（比如均方误差函数）来计算该误差。通常采用随机梯度下降法来逐步调整网络参数（W,b)的值来降低误差，当误差降低到一定范围内时，说明该模型对输入有了很好的预测能力。  
将深度神经网络用于语音合成，就是先利用文本特征作为输入、对应的声学特征作为实际输出，训练模型参数，然后将待合成文本的特征向量输入网络，网络的输出作为声学参数用于声码器生成语音。  
深度前馈网络虽然简单，而且在很多分类问题上有很好的表现，但是，它在处理语音和文本时，没有考虑其时序特性。递归神经网络就适合用来对时序信号之间的映射关系进行建模。长短时记忆网络和门阀递归神经网络是递归神经网络的典型代表。

2.3.1 长短时记忆神经网络  
长短时记忆神经网络是一种递归神经网络，它采用带有输入门(input gate)、遗忘门(forget gate)和输出门(output gate)的记忆单元作为隐含层的神经元,它能解决递归神经网络在训练网络时会出现的梯度衰减的问题，因此能学习更长  
时序上的依赖关系。记忆单元如图所示：其中。。。。  
（记忆单元的示意图）  
在长短时记忆神经网络中，输入、输出的关系如下：  
（LSTM公式）  
可以看出，长短时记忆神经网络在预测某一时刻的输出时，不仅考虑该时刻的输入，还考虑了之前时刻的隐含层输出，即使用了前文的信息。双向长短时记忆神经网络（Bidirectional Long Short-Term Memory Neural Network）既能考虑前文的信息，又能考虑后文的信息。

2.3.3 门阀递归神经网络  
门阀递归神经网络使用门阀递归单元(Gated Recurrent Unit)代替长短时记忆神经网络中的记忆单元，这样使得计算和实现变得更加简单。  
门阀递归单元结构如图所示。  
（GRU示意图）  
输入X经过

实验

* 1. 数据及实验配置

实验所用数据是由一位儿童录制的共计7小时的日常口语语音，包含4242条短语音，采样率为44100Hz。将数据拆分为训练集、验证集和测试集，分别包含4000、100和142条语音。  
语音经过下采样，采样率被降到16000Hz。借助工具WORLD，在语音上，每5ms提取60维的梅耶尔倒谱系数、25维的频带非周期参数和1维的对数基频。实验中，将这三种特征及它们各自的一阶差分、二阶差分作为神经网络的输出。  
如2.2部分所述，对文本进行分析得到471维的上下文相关的文本特征，并将其作为神经网络的输入。  
经过最大最小规则化，输入特征被限制在[0.01,0.99]之间；输出特征经过均值方差规则化使得其均值为0、方差为1。

用于生成对齐信息的模型是一个在训练集上训练的5状态单音素HMM-GMM模型。  
实验基于Merlin进行的，Merlin是一款开源的语音合成工具，该工具实现了将深度学习模型用于语音合成任务。

* 1. 结果分析

实验对比了前馈神经网络(DNN)、RNN、LSTM、GRU在中文语音合成上的表现。网络模型配置如下：

（1）DNN：6个全连接的隐含层，每层神经元数为1024；

（2）RNN:5个全连接的隐含层，每层神经元个数为1024；第6个隐含层是一个包含256个神经元的RNN层；

（3）LSTM: 5个全连接的隐含层，每层神经元个数为1024；第6个隐含层是一个包含256个记忆块的LSTM层；

（4）GRU: 5个全连接的隐含层，每层神经元个数为1024；第6个隐含层是一个包含256个门阀递归单元的GRU层；

所有网络的隐含层激活函数均采用tanh函数。  
表1列举了各模型在测试集上的客观评价指标表现（包括：MCN（梅耶尔倒谱扭曲)、BAP（频带非周期性扭曲)、F0 RMSE（基频均方误差根）和V/UE（清音、浊音错误率)）。

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| 模型 | MCN  (dB) | BAP  (dB) | F0 RMSE  (Hz) | V/UV  (%) |
| DNN | 5.48 | 0.21 | 10.32 | 5.02 |
| RNN | 5.38 | 0.20 | 10.03 | 4.92 |
| LSTM | 5.35 | 0.20 | 9.87 | 4.89 |
| GRU | 5.36 | 0.19 | 9.80 | 4.90 |

表1. 四种深度学习模型的客观评价

不难看出，递归神经网络的三种模型（包括RNN,LSTM,GRU）在各项指标上比普通神经网络要表现得好，尤其在MCN方面.而且LSTM和GRU，由于在递归神经网络中采用了门结构，对模型优化的能力更强，表现得也更好。

相比LSTM，GRU并非在所有客观指标上占绝对优势，但是由于其门结构比LSTM的记忆块要简单，所以训练速度要快很多。