研究现状

（加一段对冯诺依曼瓶颈的叙述？）

国内外对智能计算芯片与系统的研究可以分为三类。

第一类研究被神经科学所启发，主要目的是构建能够高精确度地模拟大规模生物神经系统结构的软硬件系统，从而更好地理解大脑的结构以及工作过程。尽管这类研究的一个重要目的是为神经科学的发展提供支持，但是其中的许多项目开拓出了与传统的超级计算机集群不同的体系结构。这类研究中比较突出的是英国曼彻斯特大学的SpiNNaker [Furber2013]。

（SpiNNaker简介）

第二类研究从现有的深度学习网络结构出发，针对特定类型的神经网络以及特定的训练算法开发专用的硬件来加速深度学习中的学习或训练过程。近些年深度学习方法在相当多的领域中取得了优异的成果，但是其训练过程在传统CPU结构上可能要花费数周甚至数月的时间，因此大多数高端的深度学习应用都会使用GPU来加速这个过程。

然而随着深度学习涉及的数据量以及应用使用量的增大，CPU与GPU的混合结构也越来越难以满足功耗等方面的要求。为了解决这类问题，一些公司和研究机构将目光转到了新的体系结构上。这类研究中，国外具有代表性的是Google公司的TPU [Jouppi2016]，在国内则有中科院计算所开发的“寒武纪”芯片[Chen2014]。

（TPU和寒武纪简介）

第三类研究受神经系统结构启发，参考神经系统的结构来开发新形态的硬件系统。这类系统参考生物的神经系统来组织自身结构，并利用数字电路或模拟电路来实现神经系统中的组成成分，如神经元、突触和灰质等。

这类研究与第一类研究不同，因为其目的并不是为了模拟神经系统，而是希望从神经科学中得到启发来构建低功耗高性能的新型体系结构；同时，这类研究也不同于第二类，因为这类研究并没有针对特定的一种或一类神经网络模型去进行设计。这类研究中具有代表性的工作有IBM开发的TrueNorth [Merolla2014]，以及浙江大学的“达尔文”[Shen2016]。

（TrueNorth和达尔文简介）
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