**研究背景**

人工智能的发展可以追溯至1956年夏在达特茅斯举行的“用机器模拟人类智能”研讨会。经典人工智能的一条路线主张用逻辑建立人工智能的统一理论体系，将智能视为符号处理过程，采用形式逻辑来实现智能，故称为“符号主义”或“逻辑主义”。经典人工智能的另一条路线是人工神经网络，这一路线认为智能活动是有大量简单的单元通过复杂连接后并行运行的结果，就如同产生人脑智能的神经网络一样，因而被称为“连接主义”。人工智能的第三个流派是“进化主义”，也称为行为主义，其思想来源于控制论，认为智能不仅来源于机器内，也来源于机器所处的环境以及机器与环境的相互作用。第四个流派将着眼点从“制造”智能转移到了“习得”智能上，通过模拟人类学习的行为来获得新的知识，这一流派从已知数据中构建模型，并运用模型进行预测与分析，因此又被称为“贝叶斯派”或“统计主义”。

近年来，这四种流派呈现出交叉融合的趋势，并诞生了AlphaGo等喜人的成果。AlphaGo的设计中集合了四种经典人工智能的技术：（1）采用符号主义的经典算法蒙特卡洛树缩小搜索空间；（2）利用卷积神经网络学习围棋盘面；（3）通过自我博弈棋局进行强化学习，训练得出估计盘面形式的“估值网络”；（4）利用统计机器学习中的局部特征匹配与线性回归方法加快搜索速度。AlphaGo将经典人工智能中的多种方法进行了有机的结合，从而在2016年3月战胜了九段围棋选手。

以AlphaGo为代表的人工智能技术在蓬勃发展的同时也暴露出了传统冯诺依曼结构的不足之处。传统CPU以通用为目的而设计，在处理深度学习等专门问题时性能与能效性等方面无法达到最优，因此主流的人工智能系统框架大多使用CPU+GPU的混合结构，但是这种混合结构也同样面临着能效性的问题。使用专门集成电路ASIC（Application Specific Integrated Circuits）可以取得较好的能效性，然而ASIC的设计周期可以长达数月至一年，远远长于算法更迭的周期，因而出现了基于FPGA或CGRA等可编程结构的设计方案。总体而言，以深度学习为主要框架的人工智能技术对结构具有足够灵活性的高能效体系结构提出了要求。

现如今相当多的人工智能系统在专项任务中取得了令人瞩目的成果，如超过人眼识别率的AlexNet（需再确认）及各种语音识别系统。但是我们仍需注意到一点：这些人工智能系统都是针对专门任务设计的，而不是针对更广泛的智能行为而设计，例如一个针对视觉识别而设计的人工智能系统未必能在语音识别上取得较好的成绩。然而早在1979年，Vernon Mountcastle就发现大脑用相同的原则来处理视觉、听觉、触觉等行为。他发现大脑新皮层的所有区域都执行相同的基础操作，会产生不同分工的皮层仅仅是由于它们从不同的来源接收到信号输入。这一事实说明，为了使人工智能有更进一步的发展我们仍有必要探索新的智能计算体系结构。

从计算机科学的角度来看，针对智能计算体系结构的研究可以分为三类：

第一类研究被神经科学所启发，主要目的是构建能够高精确度地模拟大规模生物神经系统结构的软硬件系统，从而更好地理解大脑的结构以及工作过程。尽管这类研究的一个重要目的是为神经科学的发展提供支持，但是其中的许多项目开拓出了与传统的超级计算机集群不同的体系结构。

第二类研究从现有的深度学习网络结构出发，针对特定类型的神经网络以及特定的训练算法开发专用的硬件来加速深度学习中的学习或训练过程。

第三类研究受神经系统结构启发，参考神经系统的结构来开发新形态的硬件系统。这类系统参考生物的神经系统来组织自身结构，并利用数字电路或模拟电路来实现神经系统中的组成成分，如神经元、突触和灰质等。这类研究与第一类研究不同，因为其目的并不是为了模拟神经系统，而是希望从神经科学中得到启发来构建低功耗高性能的新型体系结构；同时，这类研究也不同于第二类，因为这类研究并没有针对特定的一种或一类神经网络模型去进行设计。

**研究现状**

这一部分将根据三类不同的研究方向对国内外智能计算体系结构的发展成果进行一个简单的总结。

第一类研究中有代表性的包括欧盟2011年启动的BrainScaleS[Brüderle2011]，HP公司联合Boston大学开发的Cog Ex Machina[Snider2011]和曼彻斯特大学的SpiNNaker系统[Furber2013]。

2005年，欧盟启动了FACETS（Fast Analog Computing with Emergent Transient States）项目，由海德堡大学牵头研制基于模拟混合信号的神经形态芯片。BrainScaleS（Brain-inspired multiscale computation in neuromorphic hybrid systems）在2011年启动，作为FACETS的延续项目，目标是研发大规模并行类脑计算机。BrainScaleS中包括了4500万个可编程的动态突触，使用FACETS项目中开发的晶圆级别硬件系统作为组成单元。2016年3月，欧盟人类大脑计划宣布将BrainScaleS系统通过互联网对外开放使用，以以支持神经微回路模拟以及在机器学习和认知计算中应用类脑原理的相关研究.

Cog Ex Machina是一款低功耗、全数字平台的硬件系统，利用多线程和张量数据表示实现了层级结构、并行处理等生物大脑的特征，建立了可以与模拟真实环境实时交互的大脑模型。Cog Ex Machina系统尚未达到生物规模的模拟能力，但是仍为研究者提供了一条成本相对较低地快速建模验证新算法的途径。

曼彻斯特大学开发的SpiNNaker系统基于ARM 968处理器研发，整个系统中共使用了1036800个处理器，峰值处理速度可以达到每秒228兆Dhrystone指令，而能量消耗可以控制在90kW内。SpiNNaker使用软件模拟神经元，每个核可以模拟1000个神经元，突触则使用SDRAM进行模拟。2016年3月，SpiNNaker与BrainScaleS系统一同通过互联网对外开放使用。

第二类研究由企业主导的情况较多，其中具有代表性的成果有谷歌公司开发的TPU [Jouppi2017]、微软公司的Branwave[Burger2017]以及中科院计算所开发的“寒武纪”芯片[Chen2014]。

TPU是谷歌公司专门为TensorFlow深度学习框架所设计的一款处理器，主要加速深度学习中的矩阵运算部分。TPU使用脉动阵列结构对矩阵运算进行加速，核心思想是保持矩阵运算单元的忙碌状态。与同时期的CPU和GPU相比，TPU可以将每瓦特的计算性能提高30-80倍。

微软公司在2017年的Hot Chips会议上初次揭露了自己的深度学习加速平台Brainwave。Brainwave平台主要面向实时AI应用，未来将会在微软的云平台Azure和Bing搜索服务中投入使用。Brainwave以深度神经网络DNN为主要加速对象，可以将DNN网络映射到一个FPGA池中，在Intel的14nm Stratix 10 FPGA上可以达到29.5 Teraflops的运算速度。

中科院计算所采取了不同的研究思路，从针对神经网络的指令系统出发，开发了“寒武纪”芯片。“寒武纪”芯片每秒能处理160亿个神经元和2.56万亿个突触运算，可达到每秒512G浮点运算速度，可广泛适应各种智能处理应用。

第三类研究的成果包括IBM开发的TrueNorth神经网络芯片[Merolla2014]、斯坦福大学开发的Neurogrid[Benjamin2014]、浙江大学的“达尔文”芯片[Shen2016]以及清华大学的“天机”系列芯片[Shi2015]。

TrueNorth基本结构由硬件神经元和神经元之间的脉冲连接组成，神经元模型使用注重速度的LIF模型。TrueNorth具有4096个处理器核，每个核中包含256个硬件神经元，总计可以模拟100万个神经元与2.56亿个突触。

Neurogrid基于数模混合电路构建，利用晶体管的亚阈值工作区来实现突触和神经元的特殊功能，用以实时模拟大尺度神经网络。Neurogrid可以以极低的功耗实时模拟16x256x256个神经元与数十亿个突触构成的神经网络系统。

“达尔文”使用LIF神经元模型，本身作为协处理器辅助完成计算任务，最大支持2048个神经元和约420万个突触，以及15种突触延迟。“达尔文”的工作频率为70MHz，虽然频率很低，但处理延迟并未显著增加，并在多种分类算法中取得了高准确率的结果。

清华大学的“天机”芯片可以支持多种神经网络模型，曾受邀在电子器件国际顶级会议IDEM2015上做了特邀报告。“天机”单个芯片中包含6个核，每个核中包含神经元、权值网络、路由和参数管理等模块，运行频率为100MHz，可达到每秒153.6G定点运算速度。

**研究任务**

人工智能技术发展到今天，智能计算系统已经可以在很多专门任务中胜过人类，但智能计算系统在这些任务中体现出的智能距离人类的智能仍有距离。从人工智能进一步发展角度来看，我们需要新的智能计算体系结构来让智能技术取得进一步的突破；从人工智能技术对计算平台提出的挑战来看，我们也需要新的智能计算体系结构来补充现有体系结构的不足之处，以更好地支持现有的多种智能应用。

为了在智能计算体系结构的关键技术领域中取得突破，计算机系统、电子器件与材料、神经科学等多个领域需要进行密切的相互协作。为了达到这一目的，需要进行以下几方面的研究：

1. **智能计算体系结构的基础理论研究。**为了准确地定义智能计算体系结构，我们需要解决若干问题，包括但不限于：新型体系结构的基本组成单元是什么，系统应该支持何种程度的可编程度，如何通过学习或训练来重新构建系统等等。
2. **面向智能计算的芯片及新型系统架构研究。**从计算单元设计、芯片研发、系统架构改进与创新等方面展开研究。对新型芯片和系统结构的研究一方面要注重适应现有的智能计算架构，另一方面也要结合神经科学、材料科学、器件工艺等多种领域的发展，利用其新的技术成果构建功能完整的新型系统
3. **配套基础软件的开发。**充分利用智能计算系统需要配套基础软件的支持。配套软件应该包括对非计算机从业人员友好的编程开发环境，和具备可视化功能、数据分析功能的调试软件等利于软硬件协同开发和系统交互的工具。
4. **智能计算应用形式的研究。**需要对运行在智能计算系统上的应用形式进行进一步的研究，与智能计算体系结构的基础理论研究相结合，界定出最为适合智能计算系统的应用范围，以充分利用计算资源。
5. **量化评价标准与评测技术。**发展智能计算系统需要对评测指标和基准进行研究。新型体系结构与系统的研发离不开对系统性能的准确评估，这需要能够准确反映出智能计算系统特性的基准程序。评测标准不仅应涵盖吞吐量、运算速度等计算机系统性能指标，还应该包括神经科学相关的基准程序。
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