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**Introduction**   
• Why your topic is important (convince us!)   
• Where is it used? Applications   
• What you will talk about/do   
• Overview of the rest of your paper   
• (section 2 covers...section 3 presents...)

**Background and related work**   
• Any relevant and specific info e.g. software/ hardware statistics, equipment used   
• What other people had to say on this topic(s) (be sure to cite your references, and quote as   
appropriate)   
• What other people did on this topic (or related topics)   
• Problems and shortcomings of their work   
• How your work is different and better

**Proposed methodology**   
• Your approach to the problem   
• What you did   
• Code   
• What you already had (and where it came from)   
• What you added/changed for code listings, include in appendix

• What did/didn't work?   
• Include graphs, equations, pictures, etc. as appropriate   
• Results

**Conclusions**   
• What was accomplished / learned   
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• Future work

**References   
Appendix (optional)**   
• Include a copy of the code used

**Research on Paxos Algorithms**

* More on the theoretical side
* Used in big applications like Apache Zookeeper
* One field it could’ve helped was distributive computing
* Lots of explanations

**Why Paxos?**

* Should be looked at again
* Blockchain example
* Mission impossible fallout
* Remove the mystery, treat it as any algorithm
* For this paper, we will look at Paxos from an undergraduate level and propose a sample application

**Paxos Explanation**

**Implementation of Paxos**

* We look at Paxos through a privacy lens

**Results**

**Conclusion**
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Paxos algorithms discussed frequently in academic papers are scarcely implemented in distributed systems. Unfortunately, Paxos holds a reputation of being complex and hard to understand. Nevertheless, the arrival of cloud computing has spurred the development of distributed algorithms and solutions with Paxos a strong candidate for implementation. In this project, we will attempt to summarize the research done on Paxos and implement our own version of Paxos to compare to other algorithms.

To summarize the discussion around Paxos, the focus will be on the same perspective that is taken in an undergraduate networks class.. While the high-level proofs will be mentioned, the main mode of explanation will be akin to how TCP is introduced through the various forms of RDT and the needs required to make a substantial protocol. Paxos consists of proposers, acceptors, learners, and leaders [1]. By drawing parallels to the client-server and P2P models, these proposers and acceptors will be explained as the basics of Paxos with leaders and learners mentioned as additional tools. Other research with Paxos consists of real-world applications and further improvements on the algorithm which will be mentioned to give a view of the development of Paxos in the distributed systems field [2]. By the end of the explanation, we should have a good idea on on a specification of Paxos similar to the RFCs on TCP.

For the practice implementation of Paxos, many papers and resources use Python code to create a real-world scenario using Paxos. We will use Tom Cocagne’s Essential Paxos repository for the basic implementation [3]. The aim is to create a simple Paxos implementation that can track a file upload across the network with each unreliable node contributing, the algorithm account for failure of nodes, and the final consensus of the file. We hope to implement a real-world scenario similar to Internet censorship where bandwidth speeds are limited or DNS servers are disconnected where the end hosts are unreliable.

From the results of the project, we will have a compilation of the research done across Paxos at the complexity of an undergraduate networks class and a practical implementation example. By comparing Paxos to other well-known models like client-server and P2P, we can introduce Paxos as a simpler concept than current academic papers. After our research, we can create a discussion of how and why to use Paxos in applications or whether it should be used at all.
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