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Overview:

This project develops an algorithm to bag groceries that have constraints on what items can be bagged with what, how much you can put in a bag, and the number of bags available. The program is given the name of a text file that defines the grocery bagging problem as the last command line argument. The first line in the file determines the number of bags available. The next line determines the maximum bag size. The remaining lines define the items that must be bagged. Each line has a distinct name, a number associated with it which defines its size, possibly followed by a + or a – which represents compatibility (aka positive compatibility) or incompatibility (aka negative compatibility) and followed by a list of items. The + or – and a list of items define the constraints on what can be bagged with the item. A + indicates that it is OK to bag the item with anything in the list that follows (i.e. positive compatibility), but nothing else. A – indicates that it is NOT OK to bag the item with anything in the list (i.e. negative compatibility), but you can bag the item with anything else. If no sign is given and no list is provided for the item on a given line, then the item is assumed to be compatible with everything in the problem. However, the above item can still be rejected by some other item(s) in the problem. In either case, the program will determine at least one way to bag all the items and at the same time satisfy the given constraints. Two uninformed search strategies will be implemented: depth first and breadth first. If depth first search is selected, then the program will print only the very first solution found and quit. If breadth first search is selected, then the program will print out all solutions found and quit.

Compiling and Using:

make clean && make

./bagit filename [-depth|-breadth]

Design Option 1 – Depth First Search:

The depth first design is completely different than the breadth first design. The main structure includes Item objects, Bag objects and State Objects. Item objects have a weight, the item’s name, an ID unique to that item and a set of all the items that cannot be put into a bag with that item, the constraints. Bag Objects have their maximum weight, as well as a weight total of all the items that are currently in the bag. The bag also has a set of constraints, this set is the union of all the sets of constraints of the items that are currently in the bag. State objects have a list of all the bags as they were when the bag was added to the stack, they also have an index for the item that is currently being checked.

First the file is read and all the items are initialized with their ID and their name, then the list of items are read through and the constraints are added, positive constraints are flipped around so that only negative constraints exist. Also, constraints are added in reverse, for example: Item 1 cannot be in a bag with item 2. Not only will item 1 get the constraint added for item 2, at the same time item 2 will get the constraint that it cannot be put into a bag with item 1. Once all the constraints are added, the stack begins with the state where no items are added to any bags. Now the depth first search begins. In a loop the following happens:

● The search checks whether it is in a goal state, if it is, the program succeeds.

● The next state on the top of the stack is loaded.

● For all the bags, if the item can be added to a bag, add the state where the item is added to the bag to the stack.

Because we have added the union set of all the items’ constraints to the bag, and the reverse constraints have been added, checking if an item can be added to a bag is much simpler and more efficient. After we check that the bag has enough room for this item, we simply check that the ID of the item we are trying to add does not exist in the list of constraints for the bag. If either of those checks fail, the item cannot be added to the bag.

Design Option 2 – Breadth First Search:

A unique set (i.e. *unique\_sets*) is first declared in order to represent distinct groups of items that are compatible to each other within that group. A hash map (i.e. *hm*) is declared in order to connect an item to its assigned ID. Another hash map (i.e. *hm\_weight*) is declared in order to connect the same item to its weight. Another hash map (i.e. *hm\_reverse*) is declared in order to retrieve an item’s name from its ID. There is one hash map for positive compatibility (i.e. *hm\_plus*), and another hash map for negative compatibility (i.e. *hm\_minus*).

The program processes each line in the input file in order to capture the number of bags available (line 1), the maximum allowable weight per bag (line 2), and individual items along with their constraints on the remaining lines. If any item is NOT accompanied by either constraint, then that item is assumed to be compatible with everything in the problem. If an item is accompanied by a positive list, then a hash map (i.e. *pos\_rc\_pos\_list*) is generated in order to connect each ID to a list of IDs (for positive compatibility). Another hash map (i.e. *neg\_rc\_pos\_list*) is generated for negative compatibility. A vector (i.e. *pos\_log\_pos\_list\_vect*) is generated for positive logic from positive list, and another vector (i.e. *neg\_log\_pos\_list\_vect*) for negative logic from positive list. Similarly, if an item is accompanied by a negative list, then a hash map (i.e. *pos\_rc\_neg\_list*) is generated in order to connect each ID to a list of IDs (for positive compatibility). Another hash map (i.e. *neg\_rc\_neg\_list*) is generated for negative compatibility. A vector (i.e. *neg\_log\_neg\_list\_vect*) is generated for negative logic from negative list, and another vector (i.e. *pos\_log\_neg\_list\_vect*) for positive logic from negative list. The positive logic from negative list (i.e. *pos\_log\_neg\_list\_vect*) is then filtered out by negative logic from positive list (i.e. *neg\_log\_pos\_list\_vect*). An aggregate of negative logics (i.e. *neg\_log\_vect*) is created from negative logics of both lists. The positive logic from positive list (i.e. *pos\_log\_pos\_list\_vect*) is then filtered out by the aggregate of negative logics just created earlier. Next, singletons are removed from positive logic of negative list (i.e. *pos\_log\_neg\_list\_vect*). Next, loners are recovered from the aggregate of negative logics (i.e. *neg\_log\_vect*) and added to a vector of *incompatibility* and to the unique set (i.e. distinct group). Next, loners are removed from positive logic from positive list (i.e. *pos\_log\_pos\_list\_vect*). Next, singletons are removed from positive logic of positive list (i.e. *pos\_log\_pos\_list\_vect*). Next, the unique set (i.e. *unique\_sets*) is filtered by the aggregate of negative logics (i.e. *neg\_log\_vect*). Then the positive logic from positive list (i.e. *pos\_log\_pos\_list\_vect*) is added to the unique set (i.e. *unique\_sets*), which is then processed in order to remove any empty sets and duplicates. Next, smaller vectors within the unique set (i.e. *unique\_sets*) are absorbed into larger vectors in order to remove redundancy when breadth-first search is expanded.

Testing and Results:

* The solution from depth-first search was matched against one of the solutions from the breadth-first search.
* Different constraint combinations were used: all positive constraints, all negative constraints, mixed constraints, items without any constraints, few bags than possible constraints, smaller bag size constraints.
* Depth-first solutions were found for problems with many items (up to 1000 items).
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* We consulted the official JAVA API from Oracle for several data structures in this project.