**一种基于局部竞争的簇群分类算法设计方法**

**技术领域**

本发明涉及稀疏编码、人工神经网络、强化学习、小样本机器学习等领域，提出了一种基于稀疏网络的数字识别方法。

**技术背景**

数字识别问题通常被用来判断一个人工神经网络模型是否有很好的泛化和鉴别能力。通过训练集训练，设置好模型的参数获得成熟的模型之后，再去使用测试集来评估模型的区分能力。该问题可以认为是一个分类问题，输入是各个数字的图片，输出是数字的大小。

传统的图像识别方法大多是采用监督学习的方式训练神经网络，根据梯度下降法调整参数、优化神经网络的识别效果。传统的方法存在的缺陷在于：1、需要大量的训练数据才能有很好的测试效果，导致训练模型需要消耗大量的时间和样本需求；2、当人工神经网络的模型训练的数据过少或者模型训练的次数过多时，会容易造成过拟合的现象。

为了解决传统人工神经网络中存在的痛点，学者们基于对果蝇嗅觉系统的研究提出了符合生物大脑结构的稀疏网络来解决这一问题。稀疏网络将输入的低维数据映射到高维空间，使得对于相似的输入有很好的泛化能力，而对不同的输入又有很好的鉴别能力。因而，该种编码方式通常在应对有限训练集的情况下能有很好的表现。

**发明内容**

为了解决上述技术问题，本发明采用了如下技术方案：一种基于期望误差算法的警醒手环，包括手环主体、电池装置和腕带装置。

通过模仿果蝇嗅觉的稀疏网络，将低维度的数字图片信息映射到高维度的空间中，并且通过处理高维度的信息去识别数字。然而，如何去决定高低维度之间的映射关系和如何高效处理高维度的信息，以及如何训练调整模型都是需要合理斟酌的。为此，本发明提出了一种二维随机稀疏的方式来构建维度之间的映射，并且引入簇的概念来保证高维数据处理的高效性。

本发明解决其技术问题采用的技术方案是：

1.一种基于稀疏编码的数字识别方法，其特征在于：构建以及训练稀疏神经网络包括以下步骤：

1. 采用标准的手写数字MNIST标准集，并将MNIST数据集中乱序的训练集和测试集图像根据手写数字的大小进行分类存入对应数字的训练集和测试集文件夹中备用，且以列向量的形式被调用；
2. 构建稀疏神经网络，包括以下过程：(2.1)首先，构建低维输入层与高维中间层之间的映射，(2.2)其次，构建高维中间层与低维输出层之间的二维稀疏矩阵，定义簇概念。(2.3)最后，定义簇特征以及神经网络的决策过程：具体过程如下：

2.1）模仿生物体的大脑结构，采取稀疏矩阵的方式构建维输入单元与维神经单元之间的连接，稀疏矩阵代表输入层与中间神经元层之间的稀疏连接，且该矩阵的初始值是介于0、1之间的随机值,因而可得n\*m维矩阵：

2.2）构建N维高维中间层与S维低维输出层之间的映射主要采取二维稀疏矩阵的形式。在随机生成一个稀疏矩阵之后，通过阈值过滤的方式，即若矩阵中的值大于某个设定的阈值，则认为，该值代表的神经元与输出之间是存在连接关系的，即可得n \* s维矩阵，

正如在果蝇嗅觉系统中一样，在该稀疏二维矩阵中采取非零即一的取值，大大减少了稀疏矩阵中的计算负荷，使得在后期的神经网络学习与决策过程中都能很好地进行调整。而在生物体大脑的决策环节中，并非每个神经元所占的地位都是相同的，因而本发明定义了簇的概念来作为高维中间层的特征提取与筛选方式。簇的概念则是将中间层的所有神经元分成若干个大小相同的组。虽然每个簇的大小相同，但是每个簇所包含的神经元是从所有的中间层神经元中随机挑选而生成。一旦确定了某个神经元的所属组之后，该神经元则不再被选择。这样的过程模拟同种生物之间的大脑虽然拥有相似的结构，但是在不同的个体之间却存在细微的差别，具体来说，假设共有N个簇，并且设定为:

且满足各个簇的大小相等但所包含的神经元不相同。

2.3）在拥有了簇的概念后，本发明通过计算出每个簇中最突出的特征来作为该簇的特征，即每个簇中值最大的元素来代表该簇的特征：

簇特征代表了中间层神经元对于输入信息中非常敏感的一些神经元，可以模拟生物体大脑中那些处理特殊事务的神经元。因而，在决策过程中，本发明将簇特征形成的列向量与中间层和输出层之间的连接矩阵相乘，得到,通过比较在列向量中各维度的大小，获得的最大值所在的维度则认为是该稀疏网络最终判断得到的结果。

1. 强化学习调整模型参数。在获得模型的判断结果后，需要根据模型所

做出的判断与该图像真实的标签进行对比，从而判断正确与否来对模型进行调参。在该环节中，强化学习的方式是最符合生物体学习规律，也是非常适合该模型的结构的。具体算法如下：

1. 首先，以二分类情况为例，根据判断结果与图像标签（代表图

像标签的所在列为1，其余列为0）相乘获得结果，即：

1. 其次，在最终的决策向量中，采取**sigmoid**方法来衡量不同输出之间

的差别，用值表示，即：

该P值反映了输出结果之间的差别程度，当的差别程度很大时，P值则会较小，即认为模型有很清晰的偏向判断；但当的差别程度很小时，P值则会很大，认为模型没有很清晰的判断偏向。

1. 最后，根据值与值，对中间层与输出层的稀疏连接（以二分类情况为例）进行调节，此时需要根据四种情况来对模型进行调节参数，具体如下：
2. 当模型判断的结果为，且为1时，则认为模型做出了正确的判断，此时根据**P**值来增强输出与簇特征相连的连接强度（即：
3. 当模型判断的结果为，但为0时，即认为模型做出了错误的判断，则需要根据**P**值来减少输出与簇特征之间的连接，即：
4. 当模型判断的结果为，且为1时，则认为模型做出了正确的判断，因为判断结果与计算**P**值时的假设相反，所以改变的系数需要用来代替，且命名为,即：
5. 当模型判断的结果为，且为0时，则认为模型做出了错误的判断，需要减弱输出1与所有簇特征之间的连接，即：

在更新完输出层与簇元素之间的连接过后，破坏了中间层与输出层之间连接矩阵的二维性，故需要对两者之间的稀疏连接矩阵进行更改，仍然通过阈值过滤的方式，即若矩阵中的某个值大于阈值，则认为该连接存在应赋值为1，否则应认为该连接不存在应赋值为0，即得到更新后的矩阵：

1. 通过MNIST数据集来检测所构建的模型是否成熟。按照上述的方法在

读入一定量的训练集之后通过判断模型预测的正确与否来调节输出与中间层簇特征之间连接的强弱程度。

在训练了一定的次数之后，再使用测试集中的图片来判断模型的预测准确率是否已经达到了较高的水平，当达到理想的预测准确率时，可以将训练好的模型参数保存下来，作为成熟的稀疏模型参数作为备用。

本发明的技术优势主要是可以在训练集样本或者训练次数较少的情况下，模型就能够获得较高的准确率，从而能够更快、更节省资源的情况下完成手写数字识别的任务。

2.本发明的技术构思为：基于稀疏网络以及强化学习快速达到识别手写数字的方法，包括以下步骤：

1. 获取并分类MNIST数据集，作为训练集与测试集备用；
2. 构建稀疏网络，利用MNIST数据集中的训练集，通过强化学习的方式修

改模型，产生成熟的模型。

1. 利用成熟的稀疏网络模型对于MNIST集合中的测试集图片进行判断。

步骤1）中，MNIST集合作为有包括60000张手写的训练图片和10000张测试图片的巨大的手写数字数据集，这些图片的大小均为28\*28大小的灰度图，且是从NIST的原始数据库中抽取获得。该数据集通常被用来训练不同的图片处理系统，且在机器学习领域也被广泛地用来训练和测试。由于该数据集包括的手写数字的图像数量多且种类完全，有许多科学论文都尝试着去达到基于该测试集的最低错误率。所以本发明选取该数据集进行训练和测试，使得所取得成果具有可比性以及权威性。

步骤2）中，如何构建稀疏网络模型，并且调整模型中的参数，优化模型的识别结果是本发明的核心。稀疏网络相比于稠密网络或者完全网络存在连接少的特点，且在自然界中的网络大多数都是稀疏的，但仍具有高效的分析能力。同时，还存在所需计算资源少的好处。因此，利用稀疏矩阵构建三层的稀疏网络，来模仿生物体大脑的运作方式。同时，利用符合生物体学习模式的强化学习方法来调节神经元与输出层之间的连接，加快了训练并作出正确判断的过程。从而使得在少量的训练次数以及少量的训练样本的情况下也能获得较高的识别正确率。

步骤3)中，利用步骤2）中训练成熟的模型对MNIST测试集中的图片进行识别测试。

本发明利用稀疏编码、强化学习、人工神经网络、小样本机器学习等技术，提出一种基于稀疏编码的手写数字识别算法。该算法主要分成三步：首先，将MNIST数据集按照标签根据训练集与测试集分类；其次，利用稀疏矩阵、簇概念构建稀疏网络；然后，利用强化学习与训练集进行模型参数调节获得成熟的模型。最后，输入MNIST训练集中的图片进行图像识别。

本发明的益处为：能够在样本数较少、训练次数较少的情况下，在手写数字识别任务上达到较好的水平，降低了数字识别所需的成本和计算需求。

**附图说明**

1. 图1 为实施一种稀疏神经网络所需要构建的网络结构示意图。
2. 图2 为实施一种基于稀疏编码的字符识别系统的流程示意图。（具体操作即为将流程更加详细）（预处理中是字符、图片的情况）
3. 图3为实施一种数据预处理的示意图
4. 图4为训练次数轮数不同的情况下，稀疏网络的效果图。
5. 图5为模型所含簇个数不同的情况下，稀疏网络的效果图。
6. 图6为模型所含簇个数相同，但簇所含神经元个数不同的情况下，稀疏网络的效果图。

**具体实施方式**

下面结合附图对本发明作进一步描述。

一种基于稀疏编码的手写数字识别方法，包括以下步骤：

1. 数据预处理。在本例中将手写识别数字数据集MNIST从二进制的表现形式转换成PNG格式的图片，并将它们按照训练集或测试集进行区分，并且根据相应的数字标签进行分类放入对应的文件夹中备用。一般情况下，在针对不同的数据集的情况下（如文字数据集等），均应该将其分作训练集和测试集两个部分，且应保存为容易被转换成向量的形式。
2. 初始化神经网络参数。（根据不同的设定，有不同的结果）通过设定输入元素的维数，训练和测试的轮数，中间层簇的个数以及簇可包含的神经元个数，筛选阈值等参数，来规定神经网络的大小等要求。不同的设定值使得模型有不同的表现。当簇的个数和每个簇所含的神经元个数相同但训练轮数不同时，模型的效果如（图4）；当训练次数、簇的个数相同，但簇所包含的中间层神经元的簇个数不同时，模型的效果如（图5）；当训练次数、每个簇所包含的神经元个数相同，但簇所包含的神经元个数不同时，模型的效果如（图6）。
3. 构建稀疏神经网络(图1)。稀疏网络构建的核心是稀疏矩阵的建立。
4. 低维输入层与高维中间层之间的映射。首先，确定输入元素的维度，在本例中，将28\*28大小的图片转化为784维的列向量作为输入元素，随后确定高维度中间层中的簇的个数和每个簇所包含的神经元个数，本例中需保证中间层所包含的神经元总数（中间层中簇的个数乘以每个簇所包含的神经元数）应远大于输入元素的维度。随后，构建输入元素与中间层之间的随机矩阵连接，并且设置该矩阵的稀疏度，保持矩阵的稀疏性。
5. 构建高维中间层与低维输出层之间的二维稀疏矩阵。首先，如按照中间层的神经元个数与输出的大小构建中间层与输出层之间的随机连接矩阵。随后，根据设定的阈值来重置该矩阵的连接。当矩阵中的元素大于所设定的阈值时，则认为该连接成立且将该值置为1；当其中的元素小于所设定的阈值时，则认为该连接不成立且将该值置为0。
6. 筛选簇特征，设定网络的决策过程。输入元素导入神经网络的过程，在本例中即为784维列向量与输入层和中间层之间稀疏矩阵相乘的过程。

在相乘后得到的以中间层神经元个数为维度的列向量中，按照设定的簇的个数以及每个簇中的所包含的神经元个数从列向量中随机选择，形成包含数量相同但位置不同的神经元的簇。（图1）

在每个簇中，各神经元以赢家通吃的方式相互竞争。通过筛选出每个簇中值最大的元素(图1中间层中的红点表示)作为中间层的簇特征参与到最终输出的决策当

最终的决策过程是中间层的簇特征与中间层和输出层之间的稀疏矩阵的乘积过程。在得到的以输出元素的个数为维度的列向量中，在本例中，值最大的元素所在下标即为模型决策的分类结果。

1. 导入训练数据。从被预处理过的训练集中读取对应标签的样本，并且将图片转换成列向量的形式输入到模型中，得到模型的判断结果。
2. 调整模型参数。在本例的二分类问题中，根据两个输出之间的差值大小的归一化值来作为强化或削弱连接的系数。在训练过程中，当模型的决策结果与实际结果相符时，则根据输出差值的系数来增强该正确输出与中间层中簇特征之间的连接；同理，当判断出错时根据该系数来削弱输出与簇特征之间的连接以保证调节的有效性。
3. 导入测试数据。在得到训练成熟的稀疏模型之后，将待测图片转换成列向量的形式导入到模型的输入中，得到模型的判断结果。