**基于群集递归神经网络的分类方法**

**技术领域**

本发明提出一种基于群集递归神经网络的分类方法，涉及神经网络及强化学习等技术领域。

**技术背景**

人工智能领域的许多问题最终需要进行分类计算，最典型的就是图像识别。传统的分类算法有支持向量机和决策树等。这些算法都可以看作是监督学习，即通过输入数据及其对应的标签，利用求解给定的优化目标函数来寻找最佳分类面。此外，深度神经网络也可用于实现数据分类。深度神经网络往往会通过设定优化目标函数，利用误差反向传播算法来调整深度神经网络的参数，以达到利用该网络进行分类的目的。然而，误差反向传播算法需要计算复杂的函数梯度，并将误差的梯度值逐层传递，这一计算的复杂性导致很难在生物大脑中实现误差反向传播算法。因此，支持向量机和深度神经网络等这类通过监督学习来实现分类的方法被认为不具备生理学意义下的可行性，也就是说生物大脑可能采用了不同于监督学习的方法来实现分类计算。

一类通过奖励信号来实现分类的强化学习算法，被认为更具有生理学意义下的可行性，其主要的原因包括以下两个方面。第一个原因是强化学习不需要分类结果（数据对应的标签），而只需要分类结果是正确或者错误的反馈信号（以下简称奖励）。第二个原因是神经生理学的实验结果表明，奖励信号与中脑多巴胺神经元密切相关。尽管强化学习已经能成功的用于解决诸如围棋等复杂的决策任务，然而这类强化学习算法往往只专注于解决具体的工程问题，而忽略来其生理学意义下的可行性。

因此，本发明根据神经科学的最新研究成果，提出一个群集递归神经网络及应用奖励信号调制神经网络突触以实现分类的方法。该群集递归神经网络的结构包括若干簇，每一个簇由彼此递归联结的神经元构成，簇内神经元按胜者独享的方式进行计算。此外，通过基于奖励信号调制突触的学习算法来组合不同簇之间神经元的表达方式，从而实现分类计算。网络结构和学习算法不仅具备计算和实现简单的特点，还具备生理学意义下的可行性。通过在手写数字识别数据集对该方法的测试结果表明，该分类方法具备一定的通用性，且易于实现的特点。

**发明内容**

通过构建基于神经元簇的群集递归神经网络，将低维度的输入数据映射到高维的空间中，然后在高维空间经由胜者独享的方式来提取特征。本发明提出了群集递归神经网络来实现特征提取，并通过基于奖励信号调制神经网络输出的突触来完成分类的方法。

本发明解决其技术问题采用的技术方案是：

1. 一种基于神经元簇的群集递归神经网络，其特点在于构建具有神经元簇的高维递归层，神经元簇内按胜者独享的方式；输入层与输出层之间随机的稀疏连接，且该连接不具备可塑性；递归层与输出层之间的突触连接具备可塑性，由奖励信号进行调制。包括以下步骤：

1.1. 将待识别数据集按照标签分为训练集与测试集，预处理后转化为包含个神经元的一维列向量作为输入层。

1.2. 构建递归层，该层的神经元个数为*n*。将所有神经元随机划分成*k*个大小相同的簇，即每簇包含*n*/*k*个神经元，将神经元簇记为。神经元簇间的神经元相互没有连接，神经元簇内的神经元彼此相互连接。簇内神经元连接按照胜者独享的原则进行设计，即簇内的神经元根据其输入值的大小来决定该神经元是否发放，簇内神经元输入值最大的神经元将被激活，而簇内其它神经元都将处于静息状态。激活状态的神经元其输出取值为1，而静息状态神经元其输出取值为0。

1.3. 为了计算递归层每一个神经元的输入值，需要确定输入层与递归层之间的连接矩阵。输入神经元与递归神经元以概率相连，即它们之间的连接有90%的概率取值为0。这一特性使得连接矩阵是一个稀疏矩阵，也就是其中的元素值大多为0。而非0值则按照标准高斯分布（均值为0，方差为1）随机赋值。

有输入矩阵后，就可以计算递归层神经元的输入值。

1.4. 输出层表示类别，即其中的每一个神经元对应一类。如果需要将数据分为*l*类，则输出层有*l*个神经元，其输出表示为。

输出层与递归层的连接矩阵为，矩阵内每一元素按[0,1]之间的均匀分布随机赋值，这样输出**。**

将输出层列向量再做如下处理得到。

取中最大值的索引得到，即为神经网络对特征的预测值。

输出层与递归层之间的连接具有可塑性，其调制方法由奖励信号确定。

2.一种应用于群集递归神经网络的学习算法，该算法按照奖励信号来调制连接矩阵中的元素值，包括以下步骤：

2.1. 根据类别标签（如果有类，则）与神经网络的预测结果计算奖励，即：

2.2. 有了奖励之后，在根据值，对输出层与递归层之间的连接矩阵调整权重。其中为学习率，为递归层列向量的转置,为迭代次数。表示递归层和输出层之间的连接矩阵在次迭代时的第行向量。根据奖励奖励调制连接矩阵的方式如下：

2.3. 为了保持突触强度值的一致性，需要对连接矩阵进行如下计算：若矩阵中的某个值大于阈值，则认为该连接存在应赋值为1，否则应认为该连接不存在应赋值为0。阈值视具体情况而定，即得到更新后的矩阵：

本发明利用神经网络及强化学习等技术，提出一种基于神经元簇的分类算法，该算法可用于数据分类任务。该算法主要分成三步：首先，将待识别数据集按照标签分为训练集与测试集，并形成输入向量；其次，构建一个基于神经元簇的群集递归神经网络用于形成具有稀疏表达的特征向量，簇内神经元经过胜者独享而只有一个神经元具有活性；然后，利用基于奖励信号调制的算法调整特征向量与输出向量之间的权重，从而形成成熟的分类器。

本发明的益处为：神经元簇分类器具有构造简单，分类结果好，计算便捷且易于在硬件上实现的特点。

**附图说明**

图 1 为基于神经元簇的群集递归神经网络结构示意图；

图 2 为基于神经元簇的群集递归神经网络训练流程示意图；

**具体实施方式**

本发明基于神经元簇的分类算法理论上可应用于一般的分类任务。以下由特定的具体实施例说明本发明的实施方式，具备该技术的人士可按本说明书复现本发明所提出的方法。以手写数字识别为例，结合附图对本发明作进一步描述。

图1为本发明设计的基于神经元簇的群集递归神经网络结构，图2是本发明以手写字体为例对数据预处理的示意图，图3是本发明所设计的群集递归神经网络训练流程图。下面将阐述具体的训练流程：

1)首先进行数据的预处理，如图3标号11所示的操作。以手写字体为例，具体的数据预处理操作，如图2所示。将输入的图片数据最终转化为一维特征向量。

1.1)在本例中将手写识别数字数据集MNIST从二进制格式转换成PNG格式的图片。将它们按照训练集或测试集进行划分，并且根据相应的数字标签进行分类放入对应的文件夹中备用。将每张图片处理成灰度图，最后转化成二维矩阵作为输入层。如图2标号6所示，将输入数字图片转化为灰度图作为输入矩阵。

1.2)如图2标号7所示，使用Gabor滤波器对二维图片矩阵进行特征提取。将输入矩阵缩放成8个不同大小的矩阵，代表8张缩放比例的图片。将相邻缩放比例的两张图片编成一组，最终生成4组。本发明一共采用了8个方向的Gabor滤波器进行滤波操作（，，，，，，和）。为整个滤波器的方差，它决定了滤波器影响的宽度。为波长，直接影响滤波尺度。为空间纵横比，决定滤波器形状。使用图2标号7所示的滤波操作，将输入层图片转化为S1层特征矩阵。滤波器的构筑公式如下：

1.3)如图2标号8所示，对S1层中输出的每组中相同方向矩阵做最大池化操作，形成C1层特征矩阵。

1.4)如图2标号9所示，使用层和相同缩放比例的原图之间的欧式距离做径向基滤波的操作，然后形成S2特征矩阵。

1.5)如图2标号10所示，对层每个特征矩阵取其中的全局最大值，并将这些最大值组成一个新的列向量作为该层的输出值，将该层定义为C2层特征矩阵。

2)构建群集递归神经网络，如图1所示。群集递归神经网络构建的核心是稀疏连接矩阵的构建：

2.1)如图1标号1所示，将上一步预处理之后的一维向量命名为作为输入层。

2.2)构建低维输入层和包含个神经元的中间层之间的稀疏连接矩阵，将图片的低维特征向量映射到高维空间。该矩阵设置稀疏密度。因而可得维连接矩阵（图1标号2所示的连接）：

2.3)构建中间层。层将所有神经元划分成若干个大小相同的组，如图1标号3所示。假设中间层有*n*个神经元，将神经元簇设定为，其中的神经元从*n*个神经元中随机选取：

当中间层的神经元被划分成神经元簇之后，选择每个簇中输出值最大的神经作为该簇的特征表达，即每个簇中值最大的元素来代表该簇的特征：

将中间层向量重新赋值，如果当前神经元作为中间层的特征，则将该神经元激活，否则抑制该神经元：

2.4)使用稀疏矩阵（图1标号4）将高维中间层和低维输出层（图1标号5）连接起来。随机值初始化一个矩阵，通过阈值过滤的方式，即若矩阵中的值大于某个设定的阈值，则认为，该值代表的神经元与输出之间是存在连接关系的。本发明中阈值设为0.8，即可得维稀疏连接矩阵：

3)初始化神经网络参数（图3标号13）。配置超参数，模型调优后具体数值设置如下表所示。

|  |  |
| --- | --- |
| 超参数名 | 数值 |
| 学习率 | 0.5 |
| 训练迭代次数 | 500 |
| 输入图片大小 |  |
| 预处理层神经元个数 | 2560 |
| 中间层神经元个数 | 100000 |
| 每簇包含神经元个数 | 10 |
| 稀疏矩阵筛选阈值 | 0.8 |

4)导入训练数据（图3标号13）开始训练神经网络。将预处理之后的特征向量输入到神经网络中，神经网络经过计算得出预测结果。

5)若神经网络的预测准确度到达一定高度或者循环训练的迭代次数到达预设的目标则停止训练，并将训练得出的连接权重矩阵和保存在本地（图3标号15）。若以上条件都没有达到则利用奖励调制算法调整神经网络中间层和输出层的连接权重矩阵（图3标号14）。具体的调整方式如下：

5.1)一共有10个数字，所以该分类任务有10个类别，根据类别标签与判断结果相乘获得奖励，即：

5.2)在最终的决策向量中，使用sigmoid函数来衡量不同输出之间的差值。该差值用值表示。该值衡量输出结果之间的差别程度，当的差别程度很大时，值则会较小，即认为模型偏向判断清晰；但当的差别程度很小时，值则会很大，认为模型判断偏向模糊。P值的具体计算方式如下：

5.3)根据值与值，对中间层与输出层的稀疏连接矩阵调整权重。其中为学习率，为中间层列向量的转置。具体如下：

5.3.1)当模型预测的结果为，且时，则认为模型做出了正确的预测，此时根据值来增强输出与簇特征的连接强度。代表与中间层神经元的稀疏连接。当模型预测的结果为，但时，即认为模型做出了错误的预测，则需要根据值来减少输出与簇特征之间的连接，即：

5.3.2)当模型预测的结果为，且时，则认为模型做出了正确的预测根据值来增强输出与簇特征之间的连接。其中代表与中间层神经元的稀疏连接。当模型预测的结果为，且时，则认为模型做出了错误的预测，需要减弱输出与所有簇特征之间的连接，即：

为了保持突触强度值的一致性，需要对权重矩阵重新进行如下计算：若矩阵中的某个值大于阈值，则认为该连接存在应赋值为，否则应认为该连接不存在应赋值为。阈值视具体情况而定，即得到更新后的矩阵：

当群集递归神经网络训练结束之后，在本地会保存训练时的超参数配置和神经网络权重矩阵，以便于测试神经网络预测准确率时加载和构建神经网络。基于神经元簇的群集递归神经网络测试流程如图4所示，具体的测试流程如下：

1. 将输入图片用训练时的预处理方法进行预处理形成特征向量（图4标号16）
2. 从本地加载训练时保存的连接权重矩阵和搭建集群神经网络，搭建方式与训练时一致，只是连接权重矩阵使用加载的和替代（图4标号17）。
3. 从本地加载训练时保存的神经网络超参数，将神经网络的初始超参数替换为训练时的超参数（图4标号18）。
4. 将特征向量导入神经网络开始测试（图4标号19）并输出准确率（图4标号20）

不同神经网络的超参数配置会导致模型有不同的准确率。当簇的个数和每个簇所含的神经元个数相同但训练轮数不同时，模型的效果如图5所示；当训练次数、簇的个数相同，但簇所包含的中间层神经元的簇个数不同时，模型的效果如图6所示；当训练次数、每个簇所包含的神经元个数相同，但簇所包含的神经元个数不同时，模型的效果如图7所示。