**线性代数小论文**

**——关于部分线性代数概念的几何意义讨论**

**摘要**

线性代数是和几何分不开的。学习线性代数如果脱离了实际意义，转而投身于无止境的计算当中，无疑是不利于理解线性代数本质的，而且更重要的是无法在以后所学习的专业领域上熟练地运用线性代数解决实际问题。因此，学习线性代数的同时把它和几何联系是很重要的。本文主要参考了各处资料，依次简要讨论部分概念的几何理解。
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**一、向量与向量空间**

向量是线性代数的基础。线性代数中，向量通常以原点作为起点。对于一个n维的坐标系，我们很显然可以用一个含有n个数的有序数组来表示这个坐标系中一个确定的向量。我们将向量理解为空间中的某种确定方向和距离的运动，这样就可以理解向量的加减、数量积，即：空间中的带方向和对应方向上运动距离的运动之和。

对于点积和叉积我们后面讨论。

对于一个确定n维的空间，能取n个基向量，基向量的全部线性组合构成了整个空间。

**二、矩阵变换和矩阵乘法**

现在我们有一个二维空间和一个确定的向量A，我们希望能找到某种变换后，这个向量变成的另一个向量。

我们对单位矩阵分析：我们将单位阵的第一列看作基向量i，第二列看作是基向量j。当i变成时，E变成B=此时我们如何判断基向量变换之后A的变化情况呢？用B右乘A即BA：此时矩阵乘法的结果是,我们解读这个结果：A原本的意义是由i和j一定线性组合的结果（i\*a+j\*b），那么变换之后，这个线性组合是不变的，即跟随i和j的变化而变化，而由于i变成，那么对应的A就是=。

所以这就是矩阵乘法的本质。而对于两个二维矩阵相乘比如我们固然可以把右边矩阵看作是两个待变换的原始列向量的组合，但是同时我们可以这样考虑：在右边再加上一个列向量，那么先和右边的矩阵相乘，我们解释为经历了一次变换，然后再和左边矩阵相乘，称为第二次变换，最终得到结果。那么就可以解释两个方阵相乘的几何意义了，即：两次变换的综合效果。所以矩阵连乘的意义就是多次基向量变换的综合。

N维矩阵的乘法同理。

**三、行列式的几何意义**

行列式和矩阵密切相关，我们从单位矩阵着手，它的行列式=1。当i基向量发生变化，行列式为2，我们画坐标图可以看到，i向量伸长为原来的两倍。当j基向量发生变化，行列式不变，j向量的末端向右平移。从数学计算的敏感我们可以大胆推测行列式的值和面积有关。

事实上我们可以如此理解，如果我们将任何一个行列式看作是由单位阵对应的行列式变换而来的，那么变换后的行列式的值就是基向量构成的 面积/体积/更高维单位 对应的变化比例。并且利用矩阵变换的几何理解（基向量变换）可以推导行列式计算公式。

我们就可以探讨公式：|AB|=|A||B|；由二已经表述的矩阵的几何意义可以知道，AB表示基向量的两次变换的综合，这个综合结果的行列式显然和分别变换的行列式的乘积的值是相同的，因为最后面积变化比例是一样的。同样的，我们可以对其他行列式公式进行几何意义上的分析。

特别的，我们考虑行列式为零的情况，即二维上基向量变换后组成的面积为零（基向量重合），或者三维上组成的立方体积为零（基向量共面）。这种情况就对应降秩。

对于行列式为负，就是指图像发生了翻转，即i和j相对位置关系发生了反转。

**四、逆矩阵，线性方程，列空间，零空间**

由矩阵乘法，我们考虑一个向量到另一个向量的变换是通过左乘一个矩阵来实现的。那么当我们想要找到最开始的向量自然就想到左乘另外一个矩阵，即通过一次反向变换来找到原向量，这个矩阵就是变换矩阵的逆矩阵。

逆矩阵一定存在吗？不是。如何从几何层面直观地解释呢？我们知道行列式不为0的矩阵存在逆矩阵。以二维矩阵为例，由行列式的几何意义可以知道，当行列式=0，则基向量i和j重合，经过这个变换以后的原向量一定被压缩到一条直线上了，在这种情况下是不可能找到它原来在二维空间的向量的。同理n维。

利用逆矩阵我们可以求解诸如AX=B的矩阵方程，这个方程的意义是什么呢？事实上，A是一次基变换，我们要做的实际上是找到一个X向量在经过这样一个特定变换后能够变成B向量。这就是解矩阵方程的意义。通常的解线性方程组也是这样。

我们考虑线性方程组AX=B的解。对于A中所有列向量线性组合张成的空间就称为列空间（零向量一定在列空间中）。但是这个方程是不一定有解的。

当B不为0向量的时候，因为我们已经讨论过，当A的行列式为0的时候，X在变换的过程中维数就被降低了。我们难以将维数降低的变换后的X与一个原本维数的向量对应。但是如果这个向量维数也和变换后X的维数相同，那就恰好会有解存在。

而当B为0向量的时候，（一定有0向量经过变换仍然为0向量）我们仍然从A的行列式出发：如果为0，则说明原空间的维数被压缩，那么这个时候，必然存在非0的X经过变换成为0向量。举例说明：一个三维线性变换将空间压缩到平面上，必然有一整条直线上的所有向量都变换为0向量。如果一个三维线性变换将空间压缩到一条直线上上，必然有一整个平面上的所有向量都变换为0向量。而这些变换为0向量的原向量，组成了矩阵的零空间，也就是经过A变换后成为0向量的方程的解。

这是线性方程组解的几何讨论，也是列空间、零空间概念的具体分析。

**五、点积和叉积**

在讨论叉积之前，我们先看一下点积。对于，为什么可以看作是一个向量的投影大小乘另一个向量的大小呢？我们从矩阵乘法的角度来理解，仍然观察i、j以及k基向量，发现它们经过变换变成了一维的向量，这时候我们知道经过变换，空间上的所有向量被压缩到一条直线上，所以点积最终呈现为这一个维度上原向量的投影长度。

就三维坐标来说，叉积的定义就是就是大小为两个向量夹成矩形的面积且方向由右手法则确定的一个向量。再加上点积的几何意义，我们就可以理解为什么混合积的结果是三个向量构成的立方体的体积。

**六、特征值、特征向量以及相似对角化**

我们考虑一个二维空间中的单位矩阵E，其中包含两个基向量，在经过某次基变换之后变成，那么此时对于原来坐标系中的所有向量都一定经历了这个变换，即向量末端位置发生了一定程度的改变。

此时我们考虑原本平面中存在一条直线，这个直线的方向是原点和变换前向量末端连接成的。那么有没有可能在经历变换的前后，向量始终在直线上呢？很显然，i向量始终在它原本的方向上，事实上，我们还能找到也满足这个条件。这些向量就被称为特征向量，对应的向量的模的变换比例就是对应的特征值。对于AX=，其几何意义就是一个向量X，经过了A对应的变换以后，其方向没有发生改变，只是大小发生了比例为的变化。我们可以改写它：AX=，即：X=O，当X为0向量的时候，等式一定成立，X不为0时，根据矩阵乘法的几何意义，只有的行列式=0，即变换使得空间维数降低，才能使得X经过变换成为0向量。这就是我们求特征值的方法。

我们紧接着考虑这样的情况：基坐标变成，我们发现在这种情况下，平面内的所有向量都只发生了缩放，而方向没有发生改变。所以：

对于，我们考虑右乘A=，也就是对应的基向量矩阵：即先经过基变换，把基向量变成特征向量，那么在进行对应的变换时，空间中所有向量就只有缩放变换了。我们在整个式子的左边再乘A的逆矩阵，这个操作使得A是以新空间描述，新空间情况下，我们就得到了一个对角矩阵。这个矩阵和A相似。

本文探讨了部分线性代数概念的几何意义。举例等实有不完善之处。借鉴资料主要来自3blue1brown的可视化视频以及部分csdn和知乎的文档博客。写这篇小论文的过程中我感觉到我有关线性代数的理解得到了很大程度的深化，这对我的学习非常有帮助。非常推荐大家到B站观看3blue1brown的视频，有利于直观地理解线性代数的本质。