4.1运用神经网络学习突变蛋白的局部结构功能关系

EVmutation[1]和 DeepSequence[2]等无监督学习方法在进化相关蛋白质序列的大比对上进行训练。这些方法可以模拟蛋白质家族的天然功能，但它们无法预测不受长期进化选择约束的特定蛋白质特性。AlphaFold基本实现将蛋白质序列放置在正确的能量最小值中[3]，但缺乏将深度学习应用到相反的问题：结构如何限制给定位点允许的蛋白质。这将限制有害突变的采样，加速靶向诱变和蛋白质工程工作。

为了解决以上问题，Sam Gelman团队新提出了一个有监督的深度学习框架，训练有监督的神经网络学习序列到功能的映射函数。[Anastasiya V. Kulikova](https://link.springer.com/article/10.1007/s10867-021-09593-6" \l "auth-Anastasiya_V_-Kulikova-Aff1)团队使用3DCNN对此进行研究，研究了从局部化学环境（微环境）预测隐蔽残基的CNN模型能否良好预测野生型残基和进化上分化的同源物中的残基，并关注那些高准确率预测的氨基酸分布。

4.1.1关于蛋白质的特征工程及模型训练

在Sam Gelman等人的研究中，他们对蛋白质序列进行编码，编码信息包含了每个氨基酸在每个位置的物理和化学性质。分别采用One hot编码用于标记特定位置的氨基酸，以及AAindex编码捕获氨基酸的物理性质和化学性质，并采用PCA将特征向量降到19维，最后将两个编码连接。团队共测试了线性回归和全连接、数列卷积、图卷积三种神经网络。卷积神经网络中，卷积层可以学习识别β链中常见的极性和非极性氨基酸，使网络能评估整个输入序列的β链倾向，并将这些信息与蛋白质功能关联。

而在[Anastasiya V. Kulikova](https://link.springer.com/article/10.1007/s10867-021-09593-6" \l "auth-Anastasiya_V_-Kulikova-Aff1)的团队中，他们建立了一个蛋白质的三维模型。具体来说，我们在蛋白质数据集中随机取样残基，以创建一个反映每种氨基酸自然丰度的微环境数据集。对每个蛋白质链，我们最多选取50个残基，并且选取的残基数不超过总数的50%[4]，以免模型偏向那些分子量大的蛋白质。利用这些元数据，我们生成了微环境的体素化表示（4D 张量），该表示以α指定残基的碳为中心，并相对于主链定向，使得侧链沿+z轴定向。体素化表示由 3D 空间 （x、y 、z ） 和 7 个辅助通道组成。辅助通道编码有关体素中存在的原子性质（C、H、O、N、S）以及部分电荷和溶剂可及表面积的信息。之后通过两对3D卷积层提取特征，再进入分类块，得到隐蔽残基处20个氨基酸的概率向量

4.1.2 模型评估

[Anastasiya V. Kulikova](https://link.springer.com/article/10.1007/s10867-021-09593-6" \l "auth-Anastasiya_V_-Kulikova-Aff1)的团队在包含130个结构的独立数据集PSICOV[4]数据集上评估他们的模型,野生型序列的预测准确率通常很高，平均达到60%.将生化相似的氨基酸分组后，预测氨基酸组别的能力高于预测特定氨基酸的能力达到71%。接下来，团队询问了该网络在多序列比对 （MSA） 中预测位点的共有氨基酸的能力。这种预测的可能程度取决于给定位点周围的微环境在同源结构中的保守程度。有40%的概率预测正确的共有氨基酸，55%的概率预测正确的类别。

4.1.3 成果及应用

Sam Gelman团队运用他们的模型进行了以下研究：

1） 采用统一流行近似和投影[5]，将网络中的连接层可视化成蛋白质的三维结构（图1[6]），并根据其得分给蛋白质着色，从而了解哪些序列位置对蛋白质的影响最大，了解哪些区域是突变不耐受的。

2 ）在野生型蛋白基础上设计新蛋白质。运用训练的模型对那些相对野生型仅有局部变化的蛋白质进行评估，运用线性回归和三种神经网络四个模型联合打分,这里采用随机重启爬山算法，最大化最低预测功能分数。

4.1.4 讨论与展望

上述研究结果进一步确认了氨基酸与其所处的局部生化环境之间存在着紧密联系的观点，并表明蛋白质中的氨基酸所受的限制条件会随着蛋白质的进化过程而发生改变。模型的错误预测也许为蛋白质工程提供了一种新的视角，即能够识别出那些可能适合进行突变的位置。具体而言，当模型“自信”地预测出与现有野生型不同的氨基酸时，这大概率意味着该位置具有较高的突变潜力，而模型错误预测的特定氨基酸则可能是实现结构稳定或功能增强突变的理想选择。这一发现不仅加深了我们对蛋白质进化机制的理解，还为未来的研究提供了宝贵的指导方向。
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多年来，预测由单点突变引起的蛋白质稳定性变化一直是一个难题，吸引了众多研究人员的兴趣。蛋白质稳定性极易收到外界环境和基因突变的扰动，即使是微小的扰动，如单点突变，也可以使得活性蛋白走向无功能、错误折叠或者聚合的形式。准确预测蛋白质热稳定性对于药物开发、蛋白质进化分析和酶合成等生物化学领域的应用至关重要。

由于蛋白质分子成的任何变化都可以被视作化学反应，因此热稳定性可以被视作突变发生的趋势，通常表示为一对野生和突变蛋白的吉布斯自由能之差[1]：

\Delta\Delta G = \Delta G\_{\text{M}} - \Delta G\_{\text{W}}

其中M表示突变型，W表示野生型，较高的\Delta\Delta G意味着更高的热稳定性[2]。

本文下面介绍一个自监督模型Pythia[3]，它可以用于零样本预测蛋白质突变后的自由能变化。

2.1 模型基本原理

在假设蛋白质在未折叠状态下的能量在很大程度上不受突变影响的前提下，通过公式推导，我们可以得到自由能变化与野生型、突变型蛋白质氨基酸在所有Rotamer构象中的概率之和的正比关系：

\Delta\Delta G \propto -\ln \frac{P\_{\text{MUT}}}{P\_{\text{WT}}

基于以上结果，Sun的团队使用一种图神经网络架构，以蛋白质的局部结构作为输入，该结构被表示为一个k近邻图（k-NN graph），节点代表氨基酸残基，边则根据Cα原子之间的欧几里得距离来定义。每个节点的特征包括氨基酸类型以及三个二面角（φ, ψ, ω）,边特征包含主链原子间的距离、序列位置信息及链信息。之后使用了消息传递神经网络（MPNN）[4]，使用基于注意力的消息传递和读出功能进行定制。在注意力消息传递层（AMPL）的每一层中，顶点表示使用 Attention 块进行更新，并与 edge 连接表示来获得消息表示。模型的训练任务是预测中心节点正确的氨基酸类型。通过这种方式，Pythia能够解码给定蛋白质中残基之间的内在模式，从而精确地预测突变的影响。

2.2 Pythia模型的可解释性：

由于 Pythia 采用了注意力机制，我们可以利用该模型用于研究它是否确实成功地捕获了蛋白质内复杂的交互。结果显示 Pythia 对突变对的注意力得分较高，这表明 Pythia 对突变体结构的敏感性，并且可以有效地捕捉突变残基和周围环境之间的重要关系。

2.3模型评估：

Pythia在预测相关性和计算速度方面都超过了现有的深度学习方法和其他传统方法,相比传统的基于力场的方法，Pythia实现了105倍的加速。

Pythia成功应用于预测柠檬烯环氧化物水解酶（LEH）的有效热稳定突变，并展示了其在探索2600万高质量蛋白质结构上的潜力。
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