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课程体会

1. 在去年就选择了老师的大数据公选课，在里面接触了IBM的专业软件，也在期末大作业中有幸第一次接触了卷积数据处理，今年看到老师又开设了机器学习相关课程就毫不犹豫地选择了。我的专业就是智能科学与技术，但是由于新学院很多局限，机器学习和神经网络相关课程到大三也还没有接触，借此机会我了解到了很多机器学习相关的知识。
2. 关于这节课的理论和实验内容，和常规的机器学习教授路径基本一致，我觉得非常有意义，对我后面的深度神经网络以及其他东西的学习都有非常大的帮助。而且不仅仅是对理论方面的了解，我觉得对于我个人而言，每一次的代码实现才是最让我体会到这个课程的成就感的东西。从keras到sklearn，虽然最为底层的实现代码我们没有实现，但是能够通过快速调用这些库函数实现想要做到的事情，就非常有成就感。
3. 但是比较遗憾的就是，这个学期我专业方面的课程实在太繁重了，实在没有太多的时间用了研究公选课。也仅仅完成了第一次第二次的选做作业，后续的选做作业实在无暇顾及。但是接下来我的专业还会为我提供相关的课程，在有了第一步初步的了解之后，我相信第二次巩固学习会轻松很多。
4. 但是我觉得可能课程布置的实验作业相比之下还有一点太难了，课上讲了很多理论的知识，但是从理论到实践这部分对自学的要求太高了。每一次课程的最后一两个小问题，想要在教程的基础上，针对题目自己做出个性化的代码，有时候难度有点吃不消。可能对于本来就接触计算机的我还好一些。
5. 关于那一次讲座，我觉得也很有意思，能够听到行业最前沿的学长来分享实践相关的理论知识。下一个学期我也会接触NLP这一类的知识，又能够提前获得一次启蒙也是非常值得。之前总是过多的学习了与图像相关的神经网络，这一类不一样的NLP也让我看到了学习里不一样的模型。
6. 大作业的经历是结合了我目前正在学习的神经网络，并以此为基础做了更多的扩展。期间为了解决如何在服务器上远程跑学习代码，还有各种各样的报错，也着实丰富了我的代码能力。
7. 而且要特别感谢群里的大佬还有老师助教提供的各种资源，从代码教程到数据都帮我们整理好了，节约了很多的时间。

非常感谢老师这一个学期的付出，非常喜欢老师开设的这种有实际应用价值的课程，让我的选修课不再是单纯的水课，能够学到货真价实的知识。