**科研实习简介**

我是刘姝彤，本科就读于西安电子科技大学-人工智能学院-智能科学与技术专业，在本科阶段的科研实习集中在**计算机视觉领域**。我自2024年10月跟随我校朱浩副教授进行多模态遥感图像分类方向的科研实习，在此过程中拟产出一篇论文，**预计今年8月投入IEEE TGRS（中科院一区TOP期刊，IF：7.5）。**

此工作目前正处于实验调参和论文撰写阶段。下面是该工作的简介：

在小样本条件下进行多光谱（MS）与全色（PAN）遥感图像的联合分类时，模型面临两大核心挑战。一方面，模态间在不同语义层级上的表征存在显著差异，仅对高层特征施加对齐约束难以有效缓解**浅层未对齐误差在网络中的逐层传递与积累**，从而导致深层语义表示仍存在模态偏差；另一方面，过度追求模态对齐容易导致**模态特异性信息的丧失**，削弱模型对模态间互补性的利用，进而影响下游分类任务的判别性能。因此，如何实现跨层次的稳定对齐，同时保留各模态的判别性特征，成为该任务亟待解决的关键问题。

主要贡献包括：

**1. 提出残差引导的渐进式层次对齐机制**：在 ResNet 倒数三层引入跨模态对比损失，并通过历史对齐残差引导逐层优化未对齐区域，实现自底向上的语义一致性增强；同时引入跨层相似度和特征多样性正则项提升对齐效果的稳定性与表达能力。

**2. 设计模态补偿字典模块：**构建可学习的模态互补字典，通过相关系数损失约束补偿特征与融合特征的一致性，引导各模态从另一模态中挖掘缺失信息；同时引入模态分类监督（交叉熵损失）以保留模态特异性，平衡对齐与判别能力。

在科研实习的过程中，我主要有以下收获：

1. 提高了阅读英文文献和复现代码的能力。

2. 科研不能浅尝辄止，任何一个创新点的产生都是建立在吃透、深挖大量文献的基础上产生的。

3. 编程能力。修改代码和调参时要注重细节，学会管理代码才能提高效率。

4. 培养了我的批判思维。在看论文时，要思考他人论文的亮点和缺点，是否可学习，怎样为我所用。在形成自己方案时，也要时常论证自己的方法是否具有合理性和唯一性。

5. 科研是一个认识-实践-再认识的过程，理论和实践相互促进才能产出优秀的成果。同时也需要良好的心态，要能坐得住冷板凳，学会找出路。