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在进行程序调试、分布式系统构建及机器学习模型训练等应用场景中,往往需要确保程序在不同机器间反复执行能够得到可重现的结果。现有的确定性重放工作难以同时满足确定性和可移植性的要求:一是保证输出的确定性需要对程序进行的额外修改来维护系统时间或标识符的唯一性;二是可移植性差,难以跨机器执行。针对上述问题,本文对基于 RISC-V 架构的容器化可重现方法展开  
研究,主要工作如下:

第一,本文对 Linux 系统下的不确定性进行研究,确定不确定性来源,并就确定性重放问题的国内外研究现状展开调查与分析。

第二,基于上述问题与内容,本文在 x86架构下实现一种容器化可重现方法,建立可重现容器抽象,保证容器内程序强制以可重现的方式运行,且无需对源程序进行修改,并向 RISC-V 平台进行移植优化。该方法通过命名空间等隔离用户进程,利用 ptrace 对标识符、系统调用、信号等中的非确定因素进行追踪、拦截,实现可重现的软件输出。本文还通过模拟器将可重现容器抽象移植到RISC-V 架构下运行。

第三,本文使用 Gem5对 RISC-V 硬件平台进行全系统仿真,并进行容器化可重现方法的实验验证和性能评估。评估结果表明,与 xxxx 相比,。
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1.1研究背景与意义

随着登纳德缩放定律和摩尔定律的终结,标准处理器性能提升的减速已成为了既定事实,新的体系结构黄金时代需要领域独特的设计语言和指令架构[1]。

在开源软件生态的驱动下,加州大学伯克利分校设计了开源指令架构 RISC-V(RISC Five)。RISC-V 避免了传统指令架构(如 x86、Arm、MIPS 等)发展历程中累积的弊端,模块化的设计赋予它简洁、高效的特性,近年来涌现出一系列基于 RISC-V 指令架构的处理器设计[2][3][20-24]及软件拓展[16-19]。

随着 RISC-V 软件生态的日益完善,解决 RISC-V 架构上的程序可重现性问题变得愈发重要。一方面,多核 RISC-V 处理器上,并行程序调试过程需要保证

错误的可重现性,以此提高程序的可靠性[4];另一方面,高性能 RISC-V 处理器被用于深度学习模型的训练和推理,可重现的训练过程能够帮助研究人员追踪模型性能变化趋势,理解神经网络决策原因[5];因此,基于 RISC-V 架构实现程  
序的可重现性在 RISC-V 软件生态的发展中有着重要意义。

可重现性的概念强调同一种方法在不同条件下获得一致性的研究结果,在计算机科学领域,可重现性意味着每个输入重复映射到唯一的确定性输出。可重现性可以进一步分解为两个较弱的子属性,即确定性和可移植性[6]:确定性保证相同输入情况下,程序反复执行始终得到唯一确定的结果;可移植性则保证在可接受的额外开销范围内实现不同机器上的确定性输出。

按照重现范围和实现方法,可重现性研究可以分为两类,分别为记录重放(Record and Replay, R&R)和确定性操作系统(Deterministic Operating Systems)。

记录重放技术[7-9]实现了并行程序的确定性执行,分为记录和重放两个阶段。记  
录阶段追踪、保存程序的执行踪迹(Execution Trace)到日志文件,并在重放阶段按照日志记录的踪迹信息重放程序的执行过程,得到相同结果。确定性操作系统的解决方案通过记录整个虚拟机[11][12],或者修改系统内核[25][26]等方法来保证可重现性。

通常使用确定性重放(Deterministic Replay,或记录重放,Record and Replay,

R&R)

然而,目前的通过确定性重放技术保证程序可重现性存在。程序确定性重放工具需要在源程序基础上进行修改,增加部署和维护成本,产生额外的性能和复杂性开销,并且通用性差,无法记录所有程序[7];全系统重放记录整个虚拟机的方式更加复杂,修改内核同样增加部署和维护成本,且要求在特定的指令集架构和操作系统环境下实现[11][12]。因此,现有的确定性重放工具并不能完全满足可重现性的要求。

按照重放系统范围,可将现有确定性重放工具分为程序重放和全系统重放。程序确定性重放技术的核心问题是查找并拦截程序执行过程中不确定性(Non- deterministic)的来源,如查找、拦截具有不确定性的系统调用和 CPU 指令,记录并重现它们返回的数据,设置周期性的进程检查点以实现在程序执行的  
任意时刻进行跳转[10]。除此之外,还存在

然而,目前的确定性重放工具并不能完全建立可重现抽象。程序确定性重放工具需要在源程序基础上进行修改,增加部署和维护成本,产生额外的性能和复杂性开销,并且通用性差,无法记录所有程序[7];全系统重放记录整个虚拟机的方式更加复杂,修改内核同样增加部署和维护成本,且要求在特定的指令集架构和操作系统环境下实现[11][12]。因此,现有的确定性重放工具并不能完全满足可重现性的要求。

基于上述背景,本文针对 RISC-V 上的程序执行的可重现性问题,设计实现一种容器化可重现方法:在程序执行期间,通过命名空间隔离用户进程和主机系统,通过进程追踪拦截并修改不确定性的系统调用,基于 QEMU 的二进制翻译工具修改不确定性的 CPU 指令,并在 RISC-V 平台上完成实验验证与分析。

1.2国内外研究现状

RISC-V 是一个开源指令集架构,近年来国内外推出了一系列基于 RISC-V指令集架构的微处理器,不断丰富 RISC-V 的软硬件生态,本章首先对国内外

RISC-V 指令集架构的研究现状进行综述。

可重现性研究源于并行程序调试需求,并不断应用到其它领域中,国内外研究人员已经对可重现性进行了深入的研究。目前的大部分可重现性研究基于之前的确定性重放工具实现。根据记录和重放的范围,可以将确定性重放工具划分为以下两个方向,分别是程序重放和全系统重放。本节将从这两个方向对可重现性研究的国内外现状进行综述。

此外,为了优化确定性重放方案的可移植性,产生了对整个虚拟机或容器进行记录重放的方案,本节在第三部分对容器和虚拟化技术的发展历程,并对其中可重现性的相关工作进行了综述。

1.2.1 RISC-V 指令集研究现状

RISC-V 是加利福尼亚大学伯克利分校提出的新一代精简指令集架构[13][14],

具有开源、模块化的设计。受到 Linux 等开源社区的影响,RISC-V 完全免费供任何个人或者机构设计微处理器架构。RISC-V 的开发者成立了 SiFive 公司,推出了 E 系列、S 系列和 U 系列板卡。近年来,有越来越多的公司加入了 RISC-V 国际基金会,包括阿里巴巴、Qualcomm 和 Intel 等国际巨头,与活跃的开源社区一起不断地丰富 RISC-V 软硬件生态。

在模拟器领域,已经有多种纯软件模拟器支持模拟 RISC-V 指令架构。

Spike[15]是一个 RISC-V 指令集模拟器,实现了 RISC-V 架构处理器的功能模型。

Spike 忽略了 I/O 访问和内存事务等延迟,使用代理内核执行用户空间程序。

QEMU 同样支持了 RISC-V 仿真功能[16];FireSim 在云端提供了一个周期精确级

FPGA 全加速硬件仿真平台,运行在 Amazon EC2 F1云 FPGA 上,已经提供了

对 RISC-V 处理器核的支持[17-19];Gem5也相继添加了对 RISC-V 单核、多核处理器的全系统模拟。

国内外已经设计了一系列基于 RISC-V 的微处理器架构,如国外的推出的一

系列开源乱序处理器核 Rocket[20]、BOOM[21]、BROOM[2]等国内也已经推出了

基于 RISC-V 的64位高性能微处理器玄铁-910[22]、开源高性能处理器核"香山"

[23]、可信高性能处理器核"蓬莱"[24]等。

1.2.2基于记录重放的可重现性研究

在19世纪80年代后期,研究人员逐渐认识到并行程序调试过程中可重现性的需求,并基于确定性重放技术设计并实现了多种先进的记录和重放工具,这些早期的确定性执行方案为后期的多项技术提供了思路。1987年,LeBlanc 等人

[4]提出了 Instant Replay,作为一种重现并行程序执行行为的通用解决方案。在当时的软件调试过程中,顺序程序可以通过不断地循环执行,发现并纠正程序执行中的错误。但是由于共享内存竞争的存在,对并行程序的多次执行可能会产生不同的结果。Instant Replay 通过记录重点事件发生的时序,将程序重放所需的信息保存在日志中,并在重放阶段读取日志信息还原程序的执行过程。Instant Replay后来成为了多项确定性重放技术的前身,乃至发展出了分布式内存上的可重现模型。1988年,Pan 等人提出了 Recap[27],结合检查点和数据重放记录方法,在程序执行期间记录系统调用、共享内存读取结果及异步事件(信号)发生的时序。相较于 Instant Replay,Recap 实现了从某一个检查点重放的功能,避免了从程序头重新执行的弊端。但是 Recap 同样使用日志机制保存事件信息,增加了巨大的

额外存储和性能开销。此外,Bacon 等人[28]通过记录硬件指令计数器保存共享内存访问的总顺序,之后基于硬件辅助机制的确定性重放技术基本上采用了同样的解决方案。

早期的确定性重放工作逐渐奠定了日后对相关并行程序确定性重放工作的研究方向与思路,即分为记录和重放两阶段,区别在于记录信息的方式、对象不同,带来的额外性能损失也不同。如 PinPlay[29]提出一种易于使用的确定性重放框架,用于记录,确定性地重放和分析具有合理运行时和磁盘使用情况的大型并行程序的执行;Patil 等人[30]提出一种记录程序执行踪迹的运行时框架。但是上述框架需要检测共享内存的负载,增加了很大的额外开销。

由于记录阶段往往需要大量的内存空间保存程序执行信息,大部分工作负载难以接受确定性重放工具的额外开销。FDR[31]、BugNet[8]、Rerun[32]、DeLorean

[33]和 QuickRec[34]等项目探索了基于硬件支持的确定性重放方法,降低记录与重

放阶段的开销,但同时也出现了其它的问题。如确定性重放工具 BugNet[8]能够在程序崩溃之前持续记录程序信息,如寄存器内容等,并确定性地重放程序。Bugnet 不支持记录跟踪程序的 I/O 信息,中断和 DMA 传输信号等,降低了硬件支持的复杂度和记录信息的规模,但是也破坏了程序的通用性,不支持对具有上述信息的工作负载进行记录和重放。Jockey[10]可以将程序运行中的动态链接库拦  
截系统调用和 CPU 指令。但是 Jockey 需要作为目标进程的一部分运行,增加了

部署和维护成本,并且不支持很多程序。

另外一些方案则着重于实现任意二进制程序的确定性重放,以适度的性能损耗为代价,提供程序的通用性。Devietti 等人提出了 DMP[35],一个完全确定性

的共享内存多处理器。DMP 将任意多线程程序的行为约束为输入的函数,保证

进程间通信的完全确定性。Bergan T 等人提出了 CoreDet[36]来消除并行程序中的

不确定性。CoreDet 是一个编译器和运行时系统,能够确定性地运行任意多线程

C/C++ POSIX 线程程序。Calvin[37]提出了一个确定性的共享内存模型;RCDC[38]

使用软硬件结合的方法,提出了一个高性能确定性执行架构;Dthreads[39]通过  
替换 PThreads 函数库的方式实现了确定性的多线程系统。

1.2.3确定性操作系统

学术界和工业界都提出了许多确定性重放系统,通过修改操作系统内核等方式[11][12]实现全系统的确定性重放工作。1999年,Rosse 等人在早期确定性执

行方案的基础上,提出了一项确定性可执行框架 RecPlay[44]。通过使用标量时钟记录同步事件顺序,使用矩阵时钟在重放期间进行资源竞争检测。性能评估显示RecPlay 的最坏情况执行时间开销为25.9%。之后的大部分全系统重放工作中都采用了逻辑时钟的方式增强可重现性。

一部分研究人员设计了完全确定性的计算机系统。Devecsery 等人提出了

Eidetic Systems[45],设计并实现了一个确定性的计算机系统,通过将系统分成重放进程组和跟踪进程组之间的依赖项,能够分析组之间的信息流,使得一个组可以重放另一个组所需的数据。Eidetic Systems 压缩文件记录信息来减少确定性重

放的空间开销。Lee 等人提出了 Respec[46]通过修改 Linux 内核在商用多核处理器上实现了一个确定性的系统,并且设计了记录和重放过程并发执行的机制。Mashtizadeh 等人提出了 Castor[47],为多核处理器应用设计的记录重放系统。

此外,Aviram 等人[48]、Hunt 等人[49]、Bergan[50]等人均提出了操作系统级别

的可重现抽象。Aviram 等人2010年提出了 Determinator[48],这是一个围绕确定性设计的操作系统抽象。Determinator 实现了操作系统级别的确定性,强制单个进程,甚至交互进程组确定性执行。Determinator 通过拒绝用户代码直接访问硬件资源来强制执行确定性,包括实时时钟、周期计数器和可写共享内存等。Hunt   
等人提出的 DDOS[49]利用先前的工作提供了分布式系统的确定性重放工作,通

过在每个节点上实现确定性,保证输出是输入的函数。dOS[50]提出了一个新的系

统抽象,其中的 shim 抽象与 Linux 内核系统调用𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝类似,能够追踪并拦截进程中的不确定因素。

上述通过更改操作系统内核保证可重现性的方法,使确定性的维护和部署更加困难。除非将确定性重放组件集成到基本操作系统中,但是向操作系统内核添加具有侵入性的新特性是有风险的,因此在内核之外实现记录和重放将会是更好的解决办法。

1.2.4面向虚拟机和容器的可重现性研究

虚拟化技术(Virtualization)是在主机上将硬件资源抽象为虚拟对象环境的

技术,能够实现计算机的 CPU、内存和 I/O 设备等资源的抽象及转换[51]。虚拟化技术包括平台虚拟化、硬件虚拟化、应用程序虚拟化等,平台虚拟化技术允许在宿主机设备中运行多个异构的体系结构应用,通过虚拟机管理程序(Virtual Machine Monitor,VMM,或称为 Hypervisor)为用户提供抽象、虚拟的硬件环境。图1.1(a)展示了虚拟机层次架构,Hypervisor 在宿主机和虚拟机之间添加一层中间层,将宿主机处理器的指令代码转换、翻译成目标处理器的指令集,捕获文件执行时所需的系统调用[52]。VMware ® Workstation、QEMU[53]等虚拟机软件均是采用这种方法实现硬件的虚拟化。

图1.1(a)虚拟机和(b)容器的架构比较

由于虚拟机可以隔离主机操作系统,消除程序对操作系统的依赖关系,许多研究人员提出了多种在虚拟机上的可重现方案。ReVirt[11]记录并重放了整个虚拟机的执行,它通过将记录日志的操作转移到虚拟机中,逐个重放虚拟机的指令。

SMP-ReVirt[55]实现了对多核处理器虚拟机的记录和重放,使用硬件页面保护来

检测和准确地重放多核处理器虚拟机中 CPU 之间的共享,同时允许重放整个操作系统和所有应用程序。但是 SMP-ReVirt 的高额开销是大部分工作负载和应用程序无法承受的。VMware 曾经使用 ReVirt 的技术实现 VMware Workstation 中

的可重现性调试[56],但是在后续的版本中舍弃了该功能。此外,QEMU[57-59]和Xen[55][60]等虚拟机管理程序也设计了一系列可重现方案。但是在虚拟机设置回访的检查点的会增加更多的开销,并且将应用程序部署到虚拟机中也并不方便,所以需要基于更轻量级的容器技术设计可重现性方案。

容器技术架构如图1.1(b)所示,相对于虚拟机而言,容器共享主机操作系统内核,只隔离开应用程序和系统其它部分。最早的容器技术起源于 Linux 内核中用于切换根目录的 chroot 操作,结合 Linux 内核中控制组(Cgroups)、命名空间(Namespace)等功能开发出了 Linux 容器(Linux Containers,LXC 技术)[54]。Docker 是目前常用的容器工具(0.9版本之前的 Docker 是使用 LXC 技术开发的),提供了高度灵活的容器创建、部署及复制等功能,有效地隔离了应用程序和主机系统,并提供了将容器在不同环境中部署地可移植性。Navarro 等人在 Intel

x86处理器上设计了一个可重现容器[6],实现了12130个软件包在容器内可重现的构建。

1.3主要研究内容

本文针对 RISC-V 架构上程序执行的可重现性问题进行研究,总体技术路线  
如图1.2所示:

图1.2基于 RISC-V 的可重现容器化方法研究路线示意图

本文在可重现性技术、容器化技术的基础上,提出一种程序执行的容器化可重现方法,在 RISC-V 架构上设计完整实验方案,测试特定应用在 RISC-V 架构上容器化可重现方法的额外性能开销,验证其可行性和有效性。具体工作如下:

1.容器化可重现方法设计与实现

本文在现有不确定性拦截工作的基础上,针对程序执行过程中由于访存冲突、外部信号、系统调用等导致的执行结果可重现性问题进行分析,通过进程对不确定性来源进行拦截与修改,结合容器化技术,设计并实现了一种程序执行容器化可重现方法。该方法在隔离的容器中确定性执行程序,不需要对程序进行额外的修改。

2.基于 RISC-V 架构的可移植性优化设计与实现

本文对 RISC-V 指令、特权架构等不确定性来源进行分析,改进程序执行容器化可重现方法,将容器化可重现方法移植到 RISC-V 架构硬件平台中。基于全系统模拟器 Gem5构建 RISC-V 硬件平台,设计完整实验方案验证 RISC-V 架构下的容器化可重现方法的可行性和有效性,并对方案产生的额外性能损耗进行分析。

1.4组织结构

本文包括五个章节,主要用三个章节阐述基于 RISC-V 架构的容器化可重现  
方法研究工作,具体内容安排如下:

第一章:引言。介绍在 RISC-V 架构上设计和实现容器化可重现方法的研究背景和意义,从基于程序的可重现性研究问题、基于环境的可重现性研究问题以及基于虚拟化的可重现性研究问题三个角度,介绍国内外相关工作以及本文主要工作,并列出本文的组织结构。

第二章:RISC-V 指令集与可重现性研究。详细介绍了 RISC-V 指令架构和可重现性方法的相关理论知识,主要包括 RISC-V 指令集设计思想、RISC-V 基础指令集、拓展指令集及其特权架构、可重现性技术及其主要实现方法以及容器化的相关理论知识。

第三章:提出了基于一种容器化可重现方法的设计与实现。首先介绍基于系统调用函数𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝拦截和修改系统调用的可重现性方法设计,然后阐述如何在用

第1章引言

户空间运行该方案,通过容器化技术隔离程序执行环境,以及拦截的不确定性因素的主要来源。

第四章:在上述容器化可重现方法基础上,设计并实现基于 RISC-V 架构的可移植性优化。首先介绍了基于全系统模拟器 Gem5构建模拟 RISC-V 硬件平台的方法,其次在此基础上设计容器化方法优化程序可移植性,并分析 RISC-V 指令及其特权架构的不确定性来源,最终完成基于 RISC-V 架构的容器化可重现方法设计与实现。

第五章:实验设计与分析。本章在 RIS-V 平台上设计实验方案,通过并行程序基准测试集,验证方案设计的正确性,对方案产生的性能损耗进行分析。

第六章:总结与展望。对全文工作进行总结。

第2章 RISC-V 指令集与可重现性研究

本章详细介绍了 RISC-V 指令架构和可重现性方法的相关理论知识,主要包括 RISC-V 指令集设计思想、RISC-V 基础指令集、拓展指令集及其特权架构、可重现性技术及其主要实现方法以及容器化的相关理论知识。

2.1 RISC-V 指令架构

现有通用指令集架构如 x86、ARM、MIPS 等在长期发展暴露出了种种问题,日益发展的指令设计和封闭的生态环境不利于体系结构的继续发展。为了规避传统指令集架构的各种弊端,加州大学伯克利分校于2010年发布了 RISC-V,一个免费的开源精简指令集架构。RISC-V 在设计之初就为了顺应体系结构发展趋  
势制定了如下发展目标:

(1)开放性

现有商用指令集架构(如 x86、ARM 等)的使用需要支付昂贵的专利授权费用,限制了体系结构设计研发和转化的成本,不利于技术发展。RISC-V 的标准化工作完全由 RISC-V 基金会主持,并宣布未来"不受任何单一公司的浮沉或一时兴起的决定的影响",任何的个人或组织都可以自由使用 RISC-V 指令集架构进行处理器设计与开放工作。

(2)模块化设计

现有指令集架构在其长期的版本迭代中必须考虑向后兼容性,即新版本处理器不仅必须实现新的指令集拓展,还需要支持老版本的所有指令集拓展,如Intel x86指令集架构支持向后兼容,则 x8664位 CPU 的设计必须支持 x8632位指令架构,以此保证早期架构版本开发的应用在新的指令集中正确运行。如图2.1所示,长此以往导致现有 x86指令集架构过于冗杂,指令集体量随时间大量增长。

图2.1 Intel x86指令集中的指令数量在持续不断增长

RISC-V 作为完全崭新的指令集架构,采用模块化设计方式增加架构的可拓展性,仅需要支持基础指令集模块 RV32I 即可实现完整的处理器设计。RISC-V在设计之初保留了操作码空间,面向特定领域(如深度学习、增强现实、图计算等)任务,研究人员可以为其添加自定义指令,针对领域独特应用的资源、能耗需求进行精细化的处理器设计。

(3)精简性

由于20世纪80年代的半导体制造工艺问题,处理器时钟频率偏低,当时的指令集设计目标是尽量在每条指令中实现更多的功能,且指令集包含多种不同  
的指令与格式。如 ARM-32指令集中存在指令:

𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑝𝑝𝑝𝑝𝐿𝐿𝑆𝑆𝑆𝑆!,{𝑅𝑅4−𝑅𝑅7,𝑆𝑆𝑃𝑃}

该指令执行5次数据加载并写入6个寄存器,但仅当𝐸𝐸𝐸𝐸条件码置位时才执行。此外,它将结果写入𝑆𝑆𝑃𝑃寄存器,因此它也执行条件分支。长指令及复杂指令格式的存在破坏了指令集架构的精简性。RISC-V 指令集架构避免了过于复杂的指令设计,实现同样的功能设计需要更少、更简洁的指令,能够设计出更小面积的芯片。

2.1.1 RISC-V 基础指令集

RISC-V 的核心设计为基本整数指令集,所有指令集实现及拓展中必须包含基本整数指令集。RISC-V 的基本整数指令集与早期的精简指令集(Reduced Instruction Set Computer,RISC)设计类似,但是不包括分支延迟间隙和可变指  
RV32I 有4种核心的指令格式:R/I/S/U,如图2.4(b)所示。R 类型指令用

令编码。基本整数指令集提供了一组最小指令集合,为定制微处理器指令集架构

提供必要功能。RISC-V 的基本整数指令集主要区别在于整数寄存器位宽(XLEN)

以及整数寄存器的数量,如表2.2所示,最新的 RISC-V 规范包含了5种基础指  
令集:

表2.2 RISC-V 基础指令集

基础指令集内容版本状态

RVWMO 弱内存次数指令集2.0正式批准 RV32I 32位基本整数指令集2.1正式批准 RV64I 64位基本整数指令集2.1正式批准 RV32E 32位嵌入式整数指令集1.9草案 RV128I 128位基本整数指令集1.7草案

RV32I 和 RV64I:2种主要的整数指令集,分别提供32位和64位地址空间。

RV32E:RV32I 的子集变体,用来支持嵌入式微处理器。

RV128I:支持128位地址空间,为未来的128位处理器设计保留空间。 RVWMO:描述了 RISC-V 指令架构所使用的内存一致性模型。

以 RV32I 为例,如图2.2(a)所示,RV32定义了32个32位 x 寄存器(XLEN=32),x0寄存器所有位被强制硬件布线为0,通用寄存器 x1-x31保存二进制指令;额外非特权寄存器 pc 用于保存当前指令地址,又称作程序计数器。

图2.2(a)RV32I 寄存器状态(b)RV32I 的4种基础指令格式

于寄存器-寄存器操作;I 类型操作用于短立即数和访存 load 操作;S 类型指令用于访存 store 操作;U 类型指令用于长立即数操作。所有指令格式固定为32位,且必须在对齐内存中的4字节边界。若目标地址非4字节对齐,则会在执行分支或无条件跳转指令时出现指令地址未对齐异常。此外 RV32I 拥有2种指令格式变体:B/J,分别用于条件跳转操作和无条件跳转操作。

RV64I 使用32个通用寄存器和4种指令格式,区别在于整数寄存器位宽XLEN=64。同时新增∗𝑊𝑊指令,用于操作低32位;新增了𝐴𝐴𝐷𝐷𝐷𝐷𝐷𝐷𝑊𝑊指令,用以产生32位的计算结果,再将其符号拓展至64位并忽略计算溢出。

RV32E 针对嵌入式环境,进一步精简了指令集设计,与 RV32I 相比,RV32E仅使用16个通用寄存器和 pc 完成所有功能,并且使用专用的寄存器调用约定ILP32E。

随着计算需求的增长,未来可能会需要超过64位的地址空间,因此最新的RISC-V 指令集规范设计了 RV128I 基本整数指令集,将整数寄存器宽度扩展为

128位,保留了∗𝑊𝑊指令,新增用于操作寄存器低64位的∗𝐷𝐷指令。

RVWMO 定义了 RISC-V 的内存一致性模型(RISC-V 弱内存排序),主要遵循 RC(Release Consistency)理论模型,使用较少的内存访问顺序约束。RVWMO内存模型根据"全局内存次序"定义,即所有 hart(硬件线程,hardware thread)产生的内存操作的总顺序。通常,一个多线程程序有许多不同的可能执行,每个执行都有自己相应的全局内存顺序。"全局内存次序"定义在由内存指令生成的原语加载(𝑙𝑙𝑙𝑙𝑝𝑝𝐿𝐿)和存储(𝑠𝑠𝑝𝑝𝑙𝑙𝑝𝑝𝑝𝑝)操作上,受到部分定义的约束。任何满足所有内存模型约束的执行都是合法执行(就内存模型而言)。

2.1.2 RISC-V 扩展指令集

RISC-V 的模块化设计体现在,基于 RISC-V 基础整数指令集,可以选择面向特定任务的指令扩展。扩展指令集提供了包括整数乘除法指令、浮点数计算指令、原子指令、压缩指令、向量指令等扩展,并且仍在不断地修订、增添新的扩展指令集。根据最新的 RISC-V 规范文档,现有 RISC-V 扩展指令集主要有以下  
24种:

表2.4 RISC-V 扩展指令集

基础指令集内容版本状态

M 乘除法扩展指令集2.0正式批准 A 原子指令扩展2.1正式批准

F 单精度浮点扩展指令集2.2正式批准 D 双精度浮点扩展指令集2.2正式批准 Q 四精度浮点扩展指令集2.2正式批准 C 压缩指令扩展2.0正式批准

Counters 计数器和计时器2.0草案 L 十进制浮点0.0草案

B 位操作0.0草案

J 动态翻译语言0.0草案

T 事务内存0.0草案

P 组合 SIMD 指令0.2草案 V 向量操作1.0-rc 草案

Zicsr 控制和寄存器2.0正式批准 Zifencei 屏障指令2.0正式批准 Zihintpause 提示暂停2.0已批准

Zam 非对齐原子操作0.1草案

Zfh 半精度浮点0.1草案

Zfhmin 半精度浮点最小集合0.1草案 Zfinx 整数寄存器单精度浮点1.0.0-rc 冻结 Zdinx 整数寄存器双精度浮点1.0.0-rc 冻结 Zhinx 整数寄存器半精度浮点1.0.0-rc 冻结 Zhinxmin 整数寄存器半精度浮点最小集1.0.0-rc 冻结 Ztso 全存储排序0.1冻结

2.1.3 RV32/64特权架构

最新的 RISC-V 特权架构文档列出了 RISC-V 除用户模式(User Mode,U 模  
式)以外,拥有的6种具有更高权限的模式,如表2.5所示:

表2.5 RISC-V 中的特权架构拓展

特权架构内容版本状态

Machine ISA 机器模式1.12正式批准 Supervisor ISA 监管者模式1.12正式批准 Svnapot Extension 自然对齐的二次幂地址转换连续性1.0正式批准 Svpbmt Extension 基于页面的内存类型1.0正式批准 Svinval Extension 细粒度的地址转换缓存失效1.0正式批准 Hypervisor ISA 虚拟机管理模式1.0正式批准

1.用户模式

用户模式(User Mode,U 模式)管理应用程序的执行过程,无法访问操作系统的内核资源。

2.机器模式

机器模式(Machine Mode,M 模式)是 RISC-V 指令架构中 hart(Hardware Thread,硬件线程)可以执行的最高权限模式。在 M 模式下运行的 hart 对内存、I/O 设备和一些对于启动和配置系统来说必要的底层功能有着完全的使用权。因此它是唯一所有标准 RISC-V 处理器都必须实现的权限模式,不同的处理器可以根据应用场景需求选择是否支持其它 U/S/H 模式。

3.监管者模式

监管者模式(Supervisor Mode,S 模式)用于机器中各种操作系统级别操作,如虚拟地址转换等。S 模式权限介于 M 模式和 U 模式之间。S 模式的核心是使用基于页面的虚拟内存实现内存保护。这是一种用于更复杂 RISC-V 处理器上的可选模式。S 模式的权限基于 U 模式和 M 模式之间,不能使用 M 模式下的控制状态寄存器(Control and Status Register,CSR)和指令。

在32位指令架构中,S 模式仅支持1种分页虚拟内存方案 Sv32;在64位架构中,S 模式定义了 Sv39、Sv48和 Sv57共三种分页虚拟方案,并将在后续规范中添加 Sv64方案。RISC-V 特权架构规范通过了一系列虚拟内存部分的扩展,

包括:

(1)"Svnapot"标准扩展:

自然对齐的二次幂(Naturally Aligned Power-of-2,NAPOT)地址转换连续性。

(2)"Svpbmt"标准扩展

基于页面的内存类型(Page-based Memory Types)。

(3)"Svinval"标准扩展。

细粒度的地址转换缓存失效( Fine-Grained Address-Translation Cache Invalidation)。

4.虚拟机管理模式

虚拟机管理模式(Hypervisor Mode,M 模式)用于管理跨机器的资源,虚拟化 S 模式级别资源架构,简化经典虚拟化技术的使用,并提高虚拟化性能。图  
2.3为 RISC-V 特权架构能够支持的软件栈架构:

图2.3 RISC-V 特权架构支持的软件栈及各层执行环境抽象

自顶向下,RISC-V 特权架构软件栈依次被抽象为:

(1)应用程序二进制接口(Application Binary Interface,ABI);

(2)应用执行环境(Application Execution Environment,,AEE)

(3)操作系统(Operate System,OS)

(3)Supervisor 二进制接口(Supervisor Binary Interface, SBI);

(4)Supervisor 执行环境(Supervisor Execution Environment,SEE)

(5)虚拟机管理程序 Hypervisor;

(6)Hypervisor 二进制接口(Hypervisor Binary Interface, HBI);

(7)Hypervisor 执行环境(Hypervisor Execution Environment,HEE)

图2.3(a)是最小系统,只支持运行单个应用程序的应用执行环境,应用程序和执行环境中通过二进制接口连接;图2.3(b)增加了操作系统层,支持多个程序的并行执行;图2.3(c)增加了虚拟机管理程序 Hypervisor,支持运行多个虚拟机操作系统,隔离了硬件平台的具体细节。

2.2可重现性技术

可重现性技术最初是为了在存在不确定性因素的情况下,实现并行程序循环调试而开发的确定性重放技术。不确定性因素的来源包括:(1)共享内存访问竞争;(2)中断、异常等异步事件;(3)带有不确定性质的系统调用和 CPU 指令等。确定性重放技术一般通过在应用程序执行过程中记录不确定性因素,并在按照记录的日志重放程序的执行过程,在循环执行中得到确定的数据流结果。随着确定性技术在除了调试以外的其他领域应用,如分布式一致性,确定性重放技

术逐渐向更高要求的可重现性技术发展。

关于可重现性的研究体现在以下几种应用场景中:(一)在并行程序调试过程中,循环执行并行程序往往具有随机性,无法得到确定的结果。开发人员使用确定性重放技术在用户系统上记录程序的执行踪迹(Execution Trace),并在开发

系统中重现程序崩溃前的状态错误!未找到引用源。,为开发人员进行软件漏洞分析提供依

据;(二)在分布式系统中,需要可重现性确保副本行为相同,满足分布式一致性的需求;(三)在机器学习、科学计算、大数据分析等计算任务中,模型权重训练过程存在随机性。确定性重放技术可以记录程序执行过程中的执行踪迹,反应模型训练过程中性能变化趋势,帮助研究人员寻找性能变化原因。

确定性重放也常被称为记录重放(Record and Replay),通常分为记录和重放2个阶段。在记录阶段,确定性重放工具记录程序执行流程中的系统调用中的不确定信息等,在重放阶段读取保存的信息并重现程序的执行过程。图2.4表示了一个简单的确定性重放工作流程,除了系统调用外,不考虑其它不确定性信息的影响。

图2.4确定性重放的记录和重放流程

2.2.1不确定因素来源

确定性代表着数据流确定性,即在特定机器上,程序每次执行均会得到相同的返回值。但在程序实际执行环境中往往会存在多种不确定因素,导致循环执行程序的结果不同。本节对不确定因素的实际来源进行分析,列出已知的导致程序不确定性的来源,在后续章节会针对下列不确定性因素设计并实现可重现方案。

1.系统调用

系统调用(System Call)被设计用来实现系统功能,由操作系统核心提供,运行于内核态,为用户空间进程和硬件设备的交互提供接口。与当前操作系统状态有关的系统调用(如获取进程标识符𝑔𝑔𝑝𝑝𝑝𝑝𝑝𝑝𝐿𝐿𝐿𝐿、获取计时器值𝑔𝑔𝑝𝑝𝑝𝑝𝐿𝐿𝑝𝑝𝐿𝐿𝐿𝐿𝑝𝑝𝑝𝑝等)均具有不确定性。

2. CPU 指令

小部分 CPU 指令本身也是不确定的,尤其是特权指令,会在用户态引发异常。

3.异步事件

外部与异常机制是 CP 对信号做出的一种反应,通常是异步的,是不确定性的主要来源。硬件中断是由硬件设备触发的,发生特定事件时与内核交互,如网卡接收到数据包时触发硬中断。处理中断与异常会导致不确定的数据流结果。

4.共享内存竞争

多核架构下的并行程序对共享内存的访问频率很高,来自不同进程的访存指令访问共享内存时会产生新的不确定性。

5.线程间同步

如用于实现信号锁定的系统调用𝑓𝑓𝑢𝑢𝑝𝑝𝑝𝑝𝑢𝑢,线程间的调度机制也会带来不确定性因素。

6.文件系统访问

文件系统访问也会带来大量不确定性因素,如返回文件夹名称操作。

2.2.2跟踪进程系统调用 ptrace

目前大多数基于软件的可重现方法是通过记录程序运行时的系统调用来实现的,本文的基本思路同样如此。使用系统调用函数 ptrace 监视并拦截用户系统容器中程序执行的所有系统调用。ptrace 是 Linux 内核提供的用于进程追踪的系统调用,实现在用户层利用一个进程(父进程)监视另一个进程(子进程或者线程)的执行。父进程可以拦截并修改子进程的系统调用、读取和写入子进程内存和寄存器等。通过 ptrace 可以用来实现断点调试和系统调用跟踪等目的。

ptrace 的函数定义如下:

#𝐿𝐿𝑖𝑖𝑝𝑝𝑙𝑙𝑢𝑢𝐿𝐿𝑝𝑝<𝑠𝑠𝑠𝑠𝑠𝑠/𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝.ℎ>

𝐿𝐿𝑙𝑙𝑖𝑖𝑔𝑔𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝(𝑝𝑝𝑖𝑖𝑢𝑢𝐿𝐿\_𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝\_𝑝𝑝𝑝𝑝𝐿𝐿𝑢𝑢𝑝𝑝𝑠𝑠𝑝𝑝𝑝𝑝𝑝𝑝𝐿𝐿𝑢𝑢𝑝𝑝𝑠𝑠𝑝𝑝,𝑝𝑝𝐿𝐿𝐿𝐿\_𝑝𝑝𝑝𝑝𝐿𝐿𝐿𝐿,𝑣𝑣𝑙𝑙𝐿𝐿𝐿𝐿∗𝑝𝑝𝐿𝐿𝐿𝐿𝑝𝑝,𝑣𝑣𝑙𝑙𝐿𝐿𝐿𝐿

∗𝐿𝐿𝑝𝑝𝑝𝑝𝑝𝑝);

被追踪的子进程中的信息转换为 SIGCHLD 信号,传递给执行追踪任务的  
父进程。ptrace 支持以下请求:

(1)附加到跟踪进程上,或者从正在跟踪的进程中分离;

(2)读取或写入进程的内存、已保存的寄存器状态等信息;

(3)持续上述过程,直到读取到特定系统调用或者返回信号。

ptrace 被集成在 GDB、Strace、Ltrace 等系统调试工具中,但是 ptrace 在使  
用中具有如下限制:

(1)跟踪多个进程和线程会造成额外开销的增加;

(2)读取子进程的内存和寄存器相关信息会增加巨额的额外开销,是直接

读取内核信息的10倍到100倍左右;

(3)为了跟踪进程,跟踪程序必须成为被跟踪程序的父进程。为了附加到一个已经运行的进程,跟踪程序会破坏被跟踪程序的数据沿袭。

在确定性重放工具的设计中,首先使用 ptrace 监视用户系统执行程序的所有系统调用,判断为可重现的系统调用被允许通过;若系统调用存在不确定性因素,则对其进行拦截和更改,如包装系统调用或传递确定性的信息(如替换时间调用为确定的信息)。

2.2.3容器化技术

容器化技术能够封装或隔离应用及其整个运行时环境,帮助开发人员在不同开发环境中快速部署应用,同时还可保留应用的全部功能。相较于传统的虚拟机,容器化技术无需使用虚拟机监控程序模拟硬件,共享同一个操作系统内核,并且部署应用所需要的开销更小。在兼容底层系统架构的情况下,容器具有更好的可移植性。

早期的容器化技术基于 Unix 环境下的 chroot 命令,结合控制组(cgroups)和命名空间(namespace)等 Linux 内核特性,成为了构建容器的框架。

Chroot 源于早期的 Unix 系统,能够作用于正在运行的进程和它的子进程,改变进程的根目录。chroot 将进程放到指定的根目录执行,且该进程无法访问指定根目录之外的文件,实现了资源的隔离。

第2章 RISC-V 指令集与可重现性研究

Cgroups 能够控制和限制一个进程或多组进程的资源使用,例如 CPU 时间、系统内存、网络带宽或这些资源的组合。通过使用 cgroups,系统管理员可以细粒度地控制分配、优先级、拒绝、管理和监控系统资源。在任务和用户之间合理分配硬件资源,提高整体效率。

Namespace 定义了 Linux 系统中标识符的可见范围。可以通过 namespace将系统组件进行资源隔离,如主机名和域名(UTS)、根文件系统(Mount)、进程标识符(PID)等。

上述系统特性成为了 Linux 容器(Linux containers,LXC)技术的核心,并基于 LXC 构建了 Docker 容器。Docker 是目前最为常用的容器技术,包括可运行和构建新的分层镜像的简单命令行界面、服务器守护进程、含有预构建容器镜像的库以及注册表服务器概念。通过综合运用这些技术,用户可以快速构建新的分层容器,并轻松地与他人共享这些容器。随着近年来 RISC-V 软硬件生态的发展,RISC-V 架构已经增加了对 Docker 的支持。

第3章容器化可重现方法设计与实现

本章提出了基于一种容器化可重现方法的设计与实现。首先介绍了基于系统调用函数𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝拦截和修改系统调用的过程方法,然后在此基础上详细阐述了如何在用户空间运行该方案,通过容器化技术隔离程序执行环境,以及拦截的不  
确定性因素的主要来源。本方案的结构框图如图3.1所示:

图3.1容器化可重现方法设计框图

3.1可重现方法设计

可重现方法大多基于确定性重放工具来实现,但对进程、系统的记录和重放会附加大量的额外开销。在第二章的不确定性来源分析中观察到,具有不确定性的 CPU 指令较少,而不确定性因素的主要来源在于系统和软件层面。基于此提出一种容器化可重现方法,利用容器对执行程序进行封装,划分确定性程序状态和计算的边界。在记录阶段,监视并拦截容器内的所有非确定性来源,记录所有进入容器边界的输入,并通过重放非确定性和输入来重现容器内的执行结果。在重放阶段,容器内所有的状态和计算结果将与记录阶段相匹配。

具体实现中,使用2层嵌套的容器机制隔离用户程序,并基于进程跟踪系统

调用𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝监视并拦截进程中的不确定性因素。具体设计如下:

首先,为了满足任意应用程序的可重现性,且不需要修改内核或记录完整虚

拟机状态,设计并实现了基于控制组𝑝𝑝𝑔𝑔𝑝𝑝𝑙𝑙𝑢𝑢𝑝𝑝𝑠𝑠、用户命名空间𝑁𝑁𝑝𝑝𝐿𝐿𝑝𝑝𝑠𝑠𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝等技术的容器化可重现方案。在纯软件命名空间中,隔离容器内进程,保证每个进程组有独立的 PID 等标识符,将确定性执行程序与外部的程序和文件隔离起来。其次,使用𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝拦截容器中执行的所有系统调用。𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝允许父进程追踪另一个子进程的系统调用,并读取和写入子进程的内存和寄存器(但是每次拦截事件需要额外的上下文切换)。基于此,容器中可重现的系统调用被允许通过,而不具有可重现性的系统调用被重现包装、替换。对于共享内存访问等造成的不确定性,下边会详细介绍其调度机制。

最后,通过𝑝𝑝ℎ𝑝𝑝𝑙𝑙𝑙𝑙𝑝𝑝命令隔离用户进程与主机文件系统的交互,并使用可移植性更好的标准容器 Docker 提供更强的主机文件系统隔离,控制容器输入,提供文件目录系统的确定性。

通过这种设计,容器化可重现性方案的问题核心在于监视并拦截容器和操作系统内核之间的不确定性因素,而不确定性因素的主要来源是数据竞争、系统调用、异步事件的时序和共享内存。

3.1.1数据竞争

由于线程通常在多个内核上运行,不同线程对同一内存位置的数据访存竞争将会产生不确定性因素。在本方案的设计中使用了常用的线程调度方法

[11][47][57],即同一时刻只运行一个线程。线程调度过程中,上下文切换时间是必须记录的不确定性因素来源。如果上下文切换发生在程序执行中不正确的位置,会出现由于数据竞争产生的错误。

另一种解决数据竞争的办法是假设程序执行中不存在竞争情形[26],但是显然这种特殊情况无法解决并行程序执行中的问题。这种线程调度方法相较于其它方案[55][61]更有效,并且对于低并行度工作负载同样适用。但是对于具有持续高度并行性的工作负载,程序执行速度会大幅下降。

3.2.2系统调用

系统调用通过读写寄存器和内存将数据返回到用户空间,返回的信息是不确定性因素的主要来源。𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝系统调用允许父进程监督其他子进程和线程的执行,并追踪子线程 entry 或 exit 系统调用的时间节点。当子线程进入内核执行

系统调用时,它会被挂起并通知父进程;当容器选择再次运行该线程时,系统调用将完成,再次通知父进程,并记录系统调用结果。当𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝追踪到需要被拦截的系统调用时,会替换带有不确定性的信息。例如 Linux 用户进程可以通过𝑔𝑔𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑖𝑖𝐿𝐿𝑙𝑙𝐿𝐿系统调用或从特殊的/𝐿𝐿𝑝𝑝𝑣𝑣/𝑝𝑝𝑝𝑝𝑖𝑖𝐿𝐿𝑙𝑙𝐿𝐿或/𝐿𝐿𝑝𝑝𝑣𝑣/𝑢𝑢𝑝𝑝𝑝𝑝𝑖𝑖𝐿𝐿𝑙𝑙𝐿𝐿文件中读取随机数据,会为程序带来不一致的结果。容器需要使用𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝拦截𝑔𝑔𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑖𝑖𝐿𝐿𝑙𝑙𝐿𝐿系统调用,并用简单的 LFSR 伪随机数生成器生成的值填充指定的用户缓冲区。同样,/𝐿𝐿𝑝𝑝𝑣𝑣/𝑝𝑝𝑝𝑝𝑖𝑖𝐿𝐿𝑙𝑙𝐿𝐿和/𝐿𝐿𝑝𝑝𝑣𝑣/𝑢𝑢𝑝𝑝𝑝𝑝𝑖𝑖𝐿𝐿𝑙𝑙𝐿𝐿同样从伪随机数生成器中读取数据,从而避免随机数造成的不确定性。

如上节所述,可以通过一次只调度一个线程来避免数据竞争。但是,如果内核中的系统调用阻塞,容器必须尝试调度其他应用程序线程在阻塞中的系统调用完成时运行。正在运行的线程可能访问系统调用的输出缓冲区并与内核对该缓冲区的写入竞争。为了避免这种情况,容器将系统调用输出缓冲区重定向到每个线程的临时"暂存内存"。当𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝追踪到一个阻塞系统调用完成的事件时,容器将暂存缓冲区内容复制到真正的用户空间目标,此时没有其他线程在运行,从而消除了数据竞争。

在跟踪过程中,跟踪器将在每次发送信号时停止,即使该信号被忽略。(一个例外是 SIGKILL,它有它通常的效果。)跟踪程序将在下一次调用 waitpid(2)时被通知(或其中一个相关的"等待"系统调用);该调用将返回一个状态值,该值包含指示跟踪对象中停止原因的信息。当跟踪程序停止时,跟踪程序可以使用各种ptrace 请求来检查和修改跟踪程序。然后跟踪程序将导致跟踪程序继续,可以选  
择忽略传递的信号(或者甚至传递 di

图3.2展示了拦截一个简单的𝑝𝑝𝑝𝑝𝑝𝑝𝐿𝐿系统调用的过程,其中灰色框代表内核代码。重放过程中,当下一个要重放的事件是应被拦截的系统调用时,在系统调用指令的地址处设置一个临时断点(记录在父进程中)。我们使用𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝运行子线程,直到它遇到断点,并移除断点,将程序计数器进行到系统调用指令之后,并执行记录的寄存器和内存信息更改。这种方法最大限度地减少了容器和子线程之间的上下文切换次数。

图3.2简单的拦截系统调用模型

3.2.3信号

信号是不确定性的来源之一,可重现性需要支持同步信号和异步信号的拦截。对于受时钟信号控制的同步事件,如通过系统调用请求的时钟信息,容器将生成信号的时钟信号调用转换为阻止用户进程的暂停系统调用。然后,调用编排好的模拟时钟信号处理程序,得到模拟时钟数据,并通过𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝向用户进程返回信息。之后退出暂停调用,恢复执行用户进程。在程序执行过程中,时钟调用始终被隔离在容器之外,容器内的用户进程只能调用模拟时钟信息。

对于外界的异步信号,可重现性要求记录执行阶段的线程收到的信号顺序,并确保在重放阶段,程序重现与记录阶段传递信号时完全相同的状态。之前的工作[11][60][62]使用 CPU 硬件性能计数器记录程序信号。要求每次执行给定的用户空间指令序列都会改变计数器值,该值仅取决于指令序列,而不是用户空间不可见的系统状态(例如缓存的内容,页面的状态表或推测的 CPU 状态)。

但是本文的可重现容器使用了纯软件方法实现可重现性,且后续进行了RISC-V 架构上的移植优化,并没有使用 CPU 硬件性能计数器的方法。另一种方法是通过可重现的逻辑时钟完全重现异步信号的事件。但是,可重现性容器不支持在用户进程之间发送信号,且部分用户进程向自身传递的信号是自然可重现的,如𝑆𝑆𝐷𝐷𝑆𝑆𝑆𝑆𝐸𝐸𝑆𝑆𝑆𝑆、𝑆𝑆𝐷𝐷𝑆𝑆𝐷𝐷𝐿𝐿𝐿𝐿和𝑆𝑆𝐷𝐷𝑆𝑆𝐴𝐴𝑆𝑆𝑅𝑅𝑆𝑆可以在可重现状态下停止程序执行。

3.2.4共享内存

由于同一时刻只执行一个线程,只要共享内存仅由子线程写入,容器中就避

免了部分共享内存上的竞争问题。但是,可重现的进程可以与其他进程甚至内核设备驱动程序共享内存,其中代码存在执行与子线程访问竞争的写入的可能性。目前的 Linux 应用程序中,共享内存竞争问题仅在四种常见情况下发生:应用程序与 PulseAudio 守护程序共享内存、应用程序与 X 服务器共享内存、应用程序与内核图形驱动程序和 GPU 共享内存、以及 VDSO 系统调用。可以通过自动禁用 PulseAudio 和 X 共享内存的使用和禁用 GPU 应用程序来避免前三个问题。

VDSO 系统调用是一种 Linux 优化,它在用户空间中实现一些常见的只读系统调用(例如𝑔𝑔𝑝𝑝𝑝𝑝𝑝𝑝𝐿𝐿𝐿𝐿𝑝𝑝𝑙𝑙𝑓𝑓𝐿𝐿𝑝𝑝𝑠𝑠),部分通过读取与内核共享的内存并由内核异步更新。可以通过修补它们的用户空间实现来禁用 VDSO 系统调用,以执行等效的真实系统调用。

3.2系统调用拦截优化

上一节中的方法能够实现可重现性的功能,但在实验中会增加额外的性能开销,而主要原因在于𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝进程跟踪过程中上下文切换的次数过多。如图3.2所示的系统调用拦截过程中,对于每个子线程系统调用需要执行四次上下文切换:两个𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝\_notify,每个都需要从子进程到容器的上下文切换。对于常见的系统调用,例如𝑔𝑔𝑝𝑝𝑝𝑝𝑝𝑝𝐿𝐿𝐿𝐿𝑝𝑝𝑙𝑙𝑓𝑓𝐿𝐿𝑝𝑝𝑠𝑠或从读取缓存中数据,即使是单个上下文切换的开销也比系统调用本身的开销大得多。为了尽可能减少上下文切换带来的性能损失,必须在处理某些常见的系统调用时避免上下文切换。

因此,需要设计系统调用过程中的性能优化方案,减少性能损失。在实现中,通过将一个系统调用库注入到记录的进程中,拦截常见的系统调用,在执行系统调用的同时避开𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝的陷阱(Trap),并将结果记录到容器的专用缓冲区,并设立定时机制,定期将缓冲区数据传递到其跟踪进程中。

3.2.1拦截系统调用库

常用的在进程中拦截系统调用的技术是,使用动态链接在进行系统调用的 C库函数上插入包装函数。在实践中,由于部分应用程序直接进行系统调用,并且由于 C 库函数的版本变化,这种方法具有很大的局限性。

相反,当子进程进行系统调用时,容器通过𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝监视子进程,并调用设置

好的拦截库拦截、重写系统调用指令。常用的系统调用指令后面通常伴随一些已知的、固定的指令序列。例如,许多系统调用指令后跟随一个测试调用结果的指令序列:cmpl $0xfffff001,%eax。在拦截库中添加对应的的系统调用执行后指令,在𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝监视到系统调用执行后,容器将系统调用指令及其后续指令替换为相对应的确定性系统调用。

理论上,所有系统调用指令都可以重定向到拦截库,但为简单起见,拦截库只包含了最常见的系统调用。对于其他系统调用,容器通过执行常规的𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝监视并拦截系统调用。

3.2.2选择性拦截

𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝系统调用监控会触发所有系统调用的陷阱(Trap),但是我们的拦截库需要避免触发特定系统调用的陷阱。现代 Linux 内核支持选择性地生成𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝陷阱:seccomp-bpf。一个进程可以将一个以字节码表示的 seccomp-bpf 过滤函数应用于另一个进程,作为过滤器使用;然后,对于容器内用户进程执行的每个系统调用,内核调用过滤器,并传入用户空间中包括程序计数器的寄存器值。过滤器的结果指示内核是否允许系统调用,或者返回的程序执行失败信息,或者终止目标进程。过滤器执行的开销可以忽略不计,因为过滤器直接在操作系统内核中运行,并在大多数架构上编译为本机代码。

图3.3说明了使用进程内系统调用拦截记录一个简单的读取系统调用。实线框代表拦截库中的代码,灰色框代表内核代码。容器将一个特殊的内存页注入到每个被追踪的子进程的固定地址中(紧接在𝑝𝑝𝑢𝑢𝑝𝑝𝑝𝑝𝑣𝑣𝑝𝑝系统调用之后)。该页面包含一个系统调用指令——"未跟踪指令"。在程序计数器没有位于未跟踪指令处时,容器对每个记录的进程应用 seccomp-bpf 过滤器,为每个系统调用触发𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝陷阱。每当拦截库需要执行未跟踪的系统调用时,都会触发该指令。

图3.3使用拦截库机制拦截系统调用

3.2.3检查系统调用阻塞

一些常见的系统调用有时会导致阻塞(例如在空管道上执行读取操作)。因为容器同一时刻仅运行一个子线程,如果一个线程在没有被容器拦截到的情况

下进入容器并阻塞系统调用,该线程将挂起并可能导致整个记录过程死锁(例如,

如果另一个被跟踪的子线程即将写入管道)。每当未跟踪的系统调用阻塞时,需要容器挂起跟踪线程,以确保容器可以调度不同的跟踪线程。通过使用 Linux perf事件系统来监控 PERF\_COUNT\_SW\_CONTEXT\_SWITCHES 配置。内核每次从 CPU 内核调度线程时都会触发这些事件之一。拦截库为每个线程监视这些事件,并在每次事件发生时请求内核向被阻塞的线程发送信号。这些信号触发容器的𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝进程跟踪,同时阻止线程进一步执行。为了避免假信号造成的影响(例如,当线程由于正常的时间片到期而被取消调度时),该事件通常被禁用并在可能阻塞的未跟踪系统调用期间显式启用。尽管如此,在启用和禁用事件之间的任何时间点都可能发生错误的转换。我们通过仔细检查跟踪状态来处理这些边缘情况。

图3.4说明了通过系统调用拦截𝑝𝑝𝑝𝑝𝑝𝑝𝐿𝐿系统调用时发生阻塞的情况。内核调度线程触发事件,向线程发送重新调度的信号,中断系统调用,并向容器申请调用𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝跟踪进程。跟踪进程记录一个被拦截的系统调用在线程 T 中被中断,然后检查阻塞系统调用中的任何跟踪线程是否已经执行系统调用退出并调用𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝。在这个例子中 T2完成一个(未被拦截的)阻塞𝑓𝑓𝑢𝑢𝑝𝑝𝑝𝑝𝑢𝑢系统调用。

第3章容器化可重现方法设计与实现

图3.4拦截阻塞的系统调用

3.3容器化设计

在系统调用之外,还存在来自进程标识符和文件系统不确定性因素,需要设计容器化方案隔离追踪进程。现有的容器技术(如 Docker)并不具备可重现性。Docker 无法提供确定性的输出,受到主机操作系统和处理器微架构的等各方面的影响,因为主机操作系统和处理器微架构的许多细节对于在容器内的用户进程是直接可见的。使用虚拟机可以提供更强的硬件抽象,隔绝部分硬件的影响,但缺乏确定性,而且对整个虚拟机实现确定性重放会增加大量的额外开销。为了实现可重现性的目标,本文结合命名空间和 Docker 容器技术,设计并实现了2层嵌套的容器方案,如图3.5所示。在内层容器中,为了满足任意应用程序的可重现性,且不需要修改内核或记录完整虚拟机状态,设计并实现了基于控制组 cgroups、用户命名空间 Namespace 等技术的容器化可重现方案。在纯软件命名空间中隔离容器内进程,保证每个进程组有独立唯一的 PID 等标识符,将确定性执行程序与外部的程序和文件隔离起来。通过内层容器的包装,能够规避来自容器中进程的进程标识符等因素的影响。

图3.5 LXC 和 Docker 嵌套的容器设计

在外层容器中,使用标准化的容器工具 Docker,将调用𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝的跟踪进程、内层命名空间容器、拦截调用库等功能模块封装到镜像文件中,利用𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝监视并拦截从内层容器中进行的所有系统调用。Docker 提供了更加强大的文件隔

离机制,并且提供了可移植性的优化,能够在不同机器间快速部署可重现性环境。

在不考虑拦截 CPU 系统调用的情况下,使用 Docker 可以将上述方案快速部署到RISC-V 架构上。

2层嵌套的容器化方案这一功能实现了可重现性的要求:纯软件用户空间解决方案,支持未修改的二进制文件,并且不需要特权(root)访问。

3.3.1进程标识符

由于容器内的用户进程通过命名空间隔离,容器内的进程只能接收到独立于容器外部环境的唯一进程标识符(PID)。用户进程不能命名容器外的任何进程。由于用户进程的创建和终止顺序已经被确定性的记录下来,并且 Linux 在每个命名空间中遵循顺序分配 PID 的原则,容器内的 PID 自然是确定性的。

3.3.2文件系统

文件系统是不确定性因素的来源之一。为文件和目录提供可重现抽象的第一步是隔离用户进程拥有的主机文件系统的视图,通过 chroot 系统调用更改根目录地址完成。其次,基于命名空间的容器嵌套在 Docker 等标准容器中,可以更好地隔离主机系统上的文件。

Linux 命名空间控制着命名空间内部的系统标识符(如 uid、gid 等)到主机

系统上标识符的映射,此映射也是容器输入的一部分。默认情况下,将主机系统上的用户映射到容器内的超级管理员 root 权限上,并将所有其他用户信息映射到 nobody 和 nogroup。返回目录条目的顺序由文件系统实现控制。为了使𝑔𝑔𝑝𝑝𝑝𝑝𝐿𝐿𝑝𝑝𝑖𝑖𝑝𝑝𝑠𝑠(用于获取目录条目)等系统调用可重现,容器在将目录条目返回给用户进程之前按名称对其进行排序。

𝑝𝑝𝑝𝑝𝑝𝑝𝐿𝐿和𝑤𝑤𝑝𝑝𝐿𝐿𝑝𝑝𝑝𝑝系统调用是不可重现的,因为它们读取/写入的字节数可能比实际请求时读取更少字节的数据,尤其是在访问管道时经常出现这种情况。为了使这些系统调用在所有情况下都可重现,容器会自动重新执行部分𝑝𝑝𝑝𝑝𝑝𝑝𝐿𝐿和𝑤𝑤𝑝𝑝𝐿𝐿𝑝𝑝𝑝𝑝的指令,直到它们处理请求的字节数一致,或者读取返回 EOF。这是通过递减用户进程程序计数器以重新运行系统调用指令,并调整参数来实现的,例如,保证当前𝑝𝑝𝑝𝑝𝑝𝑝𝐿𝐿在前一次读取结束的地方继续。

索引节点(Index nodes)是文件系统中挂载文件或目录的唯一标识符。𝑠𝑠𝑝𝑝𝑝𝑝𝑝𝑝系列系统调用向用户进程返回索引节点,并且仅仅返回一个固定值是不够的,因为许多用户进程通过比较索引节点的值来快速识别相同的文件。容器设计并实现了一个从不可重现的物理索引节点到可重现的虚拟索引节点的映射。需要特别注意确定何时创建新文件𝑓𝑓,因为操作系统可能会为𝑓𝑓回收物理索引节点,但  
容器必须分配新的虚拟索引节点以保持可重复性

文件时间戳为用户进程提供了一个时间顺序,可用于重构一个不可重现的时钟。容器虚拟化了文件时间戳。在 Linux 上,每个文件或目录都有三个关联时间:最后一次内容修改时间(mtime)、最后一次访问时间(atime)和最后一次内容或元数据修改时间(ctime)。在容器中,我们总是将 atime 和 ctime 强制定义为0。但是,在许多程序中只返回一个固定的 mtime 值会违反程序完整性查验。例如,从 GNU Autotools 配置通过创建一个新文件来检查时钟偏差,然后将其 mtime 与现有文件的 mtime 进行比较,如果 mtime 没有意义,则会引发错误。

3.4 RISC-V 容器化可重现方法

上一节设计的容器化可重现方案中,基于命名空间的容器嵌套在 Docker 容器中,以提供与主机更强的文件系统隔离。但是上述原型设计是在 x86主机上构建的,且并未考虑不确定性的 CPU 指令影响。因此在设计基于 RISC-V 的容器化可重现方法时,需要拦截不确定性的 RISC-V CPU 指令。本章将首先讨论在

RISC-V 架构下的 Linux 系统中使用 Docker 的问题,其次介绍了一种基于 QEMU的二进制翻译修改 CPU 指令的方法。

3.4.1 RISC-V 容器

容器化技术能够封装或隔离应用及其整个运行时环境,帮助开发人员在不同开发环境中快速部署应用,同时还可保留应用的全部功能。相较于传统的虚拟机,容器化技术执行所需要的开销更小。Docker 是目前最为常用的容器技术。随着近年来 RISC-V 软硬件生态的发展,RISC-V 架构已经支持使用 Docker。

在 RISC-V 架构上使用 Docker,需要在 Linux 系统中安装 Golang,下载并构建 Docker 软件包,然后在这个环境中运行和构建容器。本文通过 Gem5全系统模拟器构建了一个仿真 RISC-V 平台,并在硬件架构上安装了 Linux 内核

v5.5.0版本的 Debian 10(简称为 Buster)操作系统发行版。具体细节在第4章实验设计与分析。

3.4.2拦截 RISC-V CPU 指令

不可重现的 CPU 指令无法通过𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝拦截,现有的规避 CPU 指令不确定性的方案往往是通过硬件辅助的程序计数器实现的,但是当前的 RISC-V 硬件不支持捕获所有不可重现的指令。为了在 RISC-V 架构上实现纯软件的容器化可重现方法,参考了 x86指令集下利用编译器插入代码的确定性重放工具,在此基础上利用 QEMU 中的二进制翻译修改 RISC-V 指令,实现对不可重现性指令的拦截与修改,系统的设计框图如图3.6所示。

图3.6基于 QEMU 的二进制翻译工具拦截 RISC-V CPU 指令

现有的确定性重放工具主要针对 Intel x86架构下的 CPU 指令的拦截[6],如 rdtsc 和 rdtscp 指令。通过𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑙𝑙系统调用返回当前周期的计数,使用指令的线性函数覆盖它们的不确定结果。其他不可重现的指令包括 TSX 指令、rdrand、rdseed 和 cpuid 等。

QEMU 中的二进制翻译通过内核代码的 TCG(Tiny Code Generator)模块对异构应用的二进制代码进行翻译和转换。异构文件在执行时,通过𝑏𝑏𝐿𝐿𝑖𝑖𝑓𝑓𝐿𝐿𝑝𝑝\_𝐿𝐿𝐿𝐿𝑠𝑠识别可执行文件格式并传递至 QEMU。𝑏𝑏𝐿𝐿𝑖𝑖𝑓𝑓𝐿𝐿𝑝𝑝\_𝐿𝐿𝐿𝐿𝑠𝑠是 Linux 内核的一种功能,它允许识别任意可执行文件格式,并将其传递给特定的用户空间应用程序,如仿真器和虚拟机。QEMU 将注册的异构二进制程序拦截、转换成本地指令架构代码,同时按需从目标架构系统调用转换成宿主机架构系统调用,并将其转发至宿主机内核。TCG 定义了一系列 IR(Intermediate Representation),将已经翻译的代码块放在转换缓存中,并通过跳转指令将源处理器的指令集和目标处理器的指令集链接在一起。当程序执行时,存放于转换缓存中的链接指令可以跳转到指定的代码块,目标二进制代码可不断调用已翻译代码块来运行,直到需要翻译新
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块为止。在执行的过程中,如果遇到了需要翻译的代码块,执行会暂停并对需要进行二进制翻译的源处理器指令集进行转换和翻译,并存储到转换缓存中。图3.7为 TCG 的工作示意图。

图3.7 QEMU 中 TCG 模块结构图
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本章首先在 Gem5模拟器上部署了 RISC-V 架构芯片的多核全系统仿真,并在此架构上加载 Linux 系统,搭建对上述容器化可重现方案的功能、性能测试平台;然后,介绍实验测试使用的基准测试集;最后,与现有记录重放工具进行对比,设计实验完成容器化可重现方案的功能、性能测试,并对实验结果进行分析和评价。

4.1 RISC-V 仿真平台

在 RISC-V 硬件平台上实现体系结构实验中的思路需要增加额外的部署成本,因此本文选择使用性能优良的软件模拟器来验证容器化方案。目前有多种软件模拟器支持模拟 RISC-V 硬件平台,功能级(Function-Level)仿真有 Spike、QEMU、FireSim、RV8;寄存器传输级(Register-Transfer-Level, RTL)仿真器包括 Rocket、BOOM、Ariane;FPGA 级仿真模型 Rocket Zedboard 等。功能级仿真速度快、易于修改,但无法捕捉目标系统的时序。RTL 仿真速度慢、难以修改,但是可以精准模拟目标系统的时序周期。FPGA 仿真最准确和快速,但是需要较长的综合和布局布线时间,也更难以修改调试。因此选择离散事件全驱动模拟器Gem5实现 RISC-V 平台仿真。Gem5模拟器能够以全系统模式模拟多核 RISC-V

处理器[63-66],支持模拟大部分 RISC-V 指令和系统调用,支持线程相关系统调用和同步指令,对多核条件下的可重现方法进行模拟验证。

Gem5是一个模块化的离散事件驱动全系统模拟器,它结合了 M5和 GEMS

二者的优势[63],且高度可配置、集成多种指令集架构和多种 CPU 模型的体系结

构模拟器。Gem5广泛用于计算机体系结构研究,平衡仿真速度、准确性和开发速度。用户可以通过 Python 接口选择不同型号的 CPU、系统模式和内存系统,以实现具有所需要的模拟处理器配置。同时为了保证仿真速度,Gem5的关键性能模块通过 C++实现。对于每种指令集架构,gem5分别提供两种模拟模式:系统调用模拟(System-call Emulation, SE)和全系统(Full System, FS)模拟。之前  
的工作[63][64]保证 gem5能够在 SE 模式下支持模拟大多数 RISC-V 指令和系统

调用。SE 模式能够快速实现用户工作负载的执行和分析。

Gem5可以通过 FS 模式准确模拟系统组件和硬件设备,并加载系统软件(通常是 Linux 内核)。 FS 模式支持包括虚拟内存、虚拟化、分布式系统、存储堆栈性能和网络相关等相关功能。Gem5-21.0版本已经支持在模拟 RISC-V 硬件平台上运行的 Debian 10(简称为 Buster)发行版,Linux 内核版本为 v5.5.0错误!未找到引用源。。

本章在 Gem5模拟器上模拟了一个 RISC-V 最小系统,包括满足运行引导加载程序和 Linux 内核所需的最少硬件。由于 RISC-V 和 Gem5的模块化设计,后期可以根据用户需要快速拓展支持的指令集模块和硬件设备。在4.1.2章中详细介绍了模拟的 RISC-V 目标系统。

在 Ubuntu 16.04上,Gem5模拟器上的全系统仿真步骤如下图所示。首先,安装所有必需的依赖项;其次,建立 Gem5文件夹,通过 Git 下载存储库;然后,配置 RISC-V 选项,编译 Gem5源文件,构建 RISC-V 模拟平台;最后,对 Gem5进行测试。

4.1.1 RISC-V 目标系统构建

目标系统是构建一个可以进行虚拟化拓展的基本 RISC-V 架构 Linux 系统。此目标系统具有一组核心硬件源,包括最少的外围设备。它能够运行系统软件,例如带有引导加载程序和 Linux 内核的系统软件。除了总线子系统外,还有两个主要子系统:CPU 和 HiFive 平台。在 CPU 子系统中,添加了一个额外的 MMU 组件 PMA 检查器。HiFive 平台基于 SiFive 公司推出的 HiFive 系列开发板,包含最少的关键外围设备集合。内核本地中断控制器(CLINT)通过 MMIO 接口处理中断和定时器信号。平台级中断控制器(PLIC)负责根据优先级方案将来自外部源和外围设备的中断分发到硬件线程。为了启动内核并实现可用的操作系统,必须包含 UART 和 VirtIOMMIO 组件。其中,UART 提供交互式命令行终端,而 VirtIOMMIO 提供包含工作负载脚本和操作系统二进制文件的根文件系统。

Gem5全系统仿真中由多个软件层组成的堆栈。Gem5全系统模拟模块包含

具有所需配置的系统硬件模块。它还对硬件模块之间的交互进行建模。带有 RISC-V 指令集架构解码器的 CPU 模型处理来自操作系统层或用户应用程序的指令,这些指令可能处于不同的特权模式。Gem5全系统模拟从解析 Python 配置脚本和基于配置构建模拟器可执行文件开始。然后,模拟器加载引导加载程序和 Linux 内核来启动系统。当内核启动时,用户应用程序可以在后台或通过终端执行。基于 Gem5的 RISC-V 全系统模拟还支持不需要硬件辅助虚拟化的 RISC-V H 模式拓展。

4.1.2 HiFive 平台

在 Gem5中,系统硬件配置被组织到称为平台(Platform)的容器类中。Platform 类是一个父类,具有一组标准化的外围设备和实用功能集合,能够以分层方式扩展来自定义特定开发板的设置或系统。例如,在 ARM 指令架构下,常见的 Platform 类是 RealView;而在 X86指令架构下,常见的 Platform 类是 PC。在 RISC-V 中,平台类被命名为 HiFive,对应 SiFive 公司的 HiFive 系列板卡。

HiFive 系列板卡的内存映射约定和外设地址是根据 SiFive U54MC SoC 数据表选择的。HiFive 平台包含可以添加其他非关键外围设备的最小外围设备集。这种基本配置不仅用于 HiFive 主板,还用于其他 SoC,例如 Kendryte K210。HiFive 平台被设计得易于扩展,只需对来自其他指令架构的设备进行少量的更改。提供了一个 PlicIntDevice 类以允许将外围设备轻松连接到 PLIC 中断控制器。HiFive 平台类中的一组实用程序功能还允许用户将新设备添加到列表中。

4.1.3启动 Linux 系统

为了启动 RISC-V 架构下的 Linux 系统,需要使用 Berkeley 引导加载程序(Berkeley Bootloader,bbl)和 Linux 内核启动目标系统。为简单起见,该系统由四个 CPU 内核组成。系统成功启动后,登录系统并使用终端执行命令。Debian   
系统中的命令可以正常运行。启动系统的步骤如下图:
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在上述 RISC-V 硬件平台上,安装 Docker、QEMU 等依赖项,首先设计简

单的测试程序完成容器化可重现方法的功能验证。测试过程中,加载 Docker 容  
器,中的时间调用

我们在新的 Docker 实例中构建带有和不带有 DetTrace 的包,以轻松控制文件系统状态。3在容器内部,我们使用 DRB 项目中的 reprotest 实用程序版本0.7.8[37]的略微修改版本。reprotest 构建每个包两次,改变每个构建的条件以加剧不可重复性。我们配置 reprotest 以改变环境变量、构建路径、ASLR、CPU 数量、时间、用户组、主目录、语言环境、执行路径和时区。我们关闭了域主机、内核和文件排序,因为我们运行构建的旧版本 De bian 不支持它们。同样,umask 变体将随机化文件权限,DetTrace 不会对用户进程隐藏这些权限。默认情况下,reprotest 随机选择变体;我们对其进行了修改,为所有包的第一次构建使用一致的配置,为所有第二次构建使用不同的一致配置,以便向 DetTrace 提供与基线完全相同的环境。我们创建一个最小

Wheezy 安装的 contro l-chroot,通过 apt-get source 下载源代码,然后通过 apt-

get build-dep 安装包的(引用磁盘镜像以避免网络请求并确保跨构建的一致性)。最后我们复制 control-chroot 来创建一个 Experiment-chroot,从而保证两个构建的起始镜像相同。reprotest 使用这些启动 chroot 来运行带或不带 DetTrace 的 dpkg buildpackage。使用 DetTrace 时,dpkg-buildpackage 所做的一切都在 D etTrace 下运行,包括编译、运行测试(如果包被配置为这样做)和创建最终的.deb 包。两个构建完成后,重新抗议通过两个.deb 包的按位比较来验证再现性。reprotest 调用另一个 DRB 工具 diffoscope,它比较两个目录,检查按位相同的内容。如果 diffoscope 报告没有差异,则认为该包装是可再现的,否则认为该包装是不可再现的。

4.1.3多线程

我们创建了一个具有对称多处理(SMP)配置的目标系统实例。此配置有四个 O3 CPU 内核(每个内核有一个硬件线程)和1024M DRAM。我们进一步创建了 PARSEC 基准的端口并选择了五个基准。在实验过程中,我们在上述 Linux 平台上使用不同数量的线程运行多个多线程工作负载,以了解此 SMP 配置如何工作。表1显示了在不同线程数下完成每次执行基准测试所需的模拟运行时间。由于本文提交时一些模拟仍在运行,一些单元格用"-"填充,表示相关数据不能包含在相机准备好的论文中。如表所示,当同一数据集的工作负载由不同数量的线程处理时,2X 线程执行可以减少模拟运行时间,即模拟工作负载的执行时间,大致与具有1X 线程的线程相比,减半。例如,基准 Blackscholes 需要39毫秒才能使用1个线程完成执行。使用4个线程后,仅需10.1ms 即可完成。加速接近4。对于其他基准,或多或少都有加速。因此,我们可以得出结论,我们的全系统设置成功支持在具有多个硬件线程的 SMP 配置上运行多线程工作负载。

4.2基准测试集

基准测试是计算机体系结构研究的定量基础,使用分别 PARSEC 基准测试集中的并行程序、Linux 系统下的常用命令作为测试集,设计实验,对容器化可重现方法功能、性能进行测试。下边对这两个测试集进行介绍。

4.2.1 PARSEC 基准测试集

PARSEC 基准测试集(The Princeton Application Repository for Shared-Memory

Computers Benchmark)是一个由共享内存程序组成的基准测试套件[67],收录了  
模式识别、数据挖掘等各个领域先进的多线程应用程序。PARSEC 内的每个应用程序都代表了其所在领域的最先进技术,并且为每个工作负载定义了6个不同

规模的输入:

(1)𝑝𝑝𝑝𝑝𝑠𝑠𝑝𝑝:一个很小的输入集,用于测试程序的基本功能;

(2)𝑠𝑠𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝑣𝑣:一个非常小的输入集,但保证了与真实行为相似的基本程序  
行为,用于模拟器测试和开发;

(3)𝑠𝑠𝐿𝐿𝐿𝐿𝑠𝑠𝐿𝐿𝑝𝑝𝑙𝑙𝑙𝑙、𝑠𝑠𝐿𝐿𝐿𝐿𝐿𝐿𝑝𝑝𝐿𝐿𝐿𝐿𝑢𝑢𝐿𝐿和𝑠𝑠𝐿𝐿𝐿𝐿𝑙𝑙𝑝𝑝𝑝𝑝𝑔𝑔𝑝𝑝:规模不同的3个输入集,适用于  
使用模拟器进行微架构研究;

(4)𝑖𝑖𝑝𝑝𝑝𝑝𝐿𝐿𝑣𝑣𝑝𝑝:用于本机执行的大型输入集合。

𝑝𝑝𝑝𝑝𝑠𝑠𝑝𝑝和𝑠𝑠𝐿𝐿𝐿𝐿𝐿𝐿𝑝𝑝𝑣𝑣仅用于测试和开发,用于研究的三个模拟器输入的规模各不相同,但更大的输入集包含更大的工作集和更多的并行性,并行程序中频繁地访存竞争带来了程序执行中的不确定性,适合测试容器的性能。

实验中使用的 PARSEC 版本为3.0,选择其中5个具有不同特性的数据并行程序来评测容器的性能,所有测试案例均使用𝑠𝑠𝐿𝐿𝐿𝐿𝑙𝑙𝑝𝑝𝑝𝑝𝑔𝑔𝑝𝑝脚本运行。选用的程序如  
下:

(1)𝑏𝑏𝑙𝑙𝑝𝑝𝑝𝑝𝑏𝑏𝑠𝑠𝑝𝑝ℎ𝑙𝑙𝑙𝑙𝑝𝑝𝑠𝑠:使用布莱克-舒尔斯模型(Black-Scholes Models)偏微  
分方程计算欧式期权组合的价格;

(2)𝑏𝑏𝑙𝑙𝐿𝐿𝑠𝑠𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑏𝑏:使用粒子滤波(Particle Filter)追踪图像序列中无标记的  
人体3D 姿势;

(3)𝑝𝑝𝑝𝑝𝑖𝑖𝑖𝑖𝑝𝑝𝑝𝑝𝑙𝑙:使用缓存感知和模拟退火来最小化芯片设计时的布线成本;

(4)𝑓𝑓𝑙𝑙𝑢𝑢𝐿𝐿𝐿𝐿𝑝𝑝𝑖𝑖𝐿𝐿𝐿𝐿𝑝𝑝𝑝𝑝𝑝𝑝:模拟可压缩流体并用于交互式动画;

(5)𝑠𝑠𝑤𝑤𝑝𝑝𝑝𝑝𝑝𝑝𝐿𝐿𝑙𝑙𝑖𝑖𝑠𝑠:采用蒙特卡洛模拟(Monte Carlo Simulation)计算交换期权的价格。

所有基准测试程序的对比如下表:

表基准测试程序性能比较

基准程序问题规模应用领域共享访存同步操作𝑏𝑏𝑙𝑙𝑝𝑝𝑝𝑝𝑏𝑏𝑠𝑠𝑝𝑝ℎ𝑙𝑙𝑙𝑙𝑝𝑝𝑠𝑠65536个期权金融分析少很少

𝑏𝑏𝑙𝑙𝐿𝐿𝑠𝑠𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑏𝑏4帧,4000个粒子计算机视觉多中𝑝𝑝𝑝𝑝𝑖𝑖𝑖𝑖𝑝𝑝𝑝𝑝𝑙𝑙40万个元件电子工程少少𝑓𝑓𝑙𝑙𝑢𝑢𝐿𝐿𝐿𝐿𝑝𝑝𝑖𝑖𝐿𝐿𝐿𝐿𝑝𝑝𝑝𝑝𝑝𝑝5帧,30万个粒子动画制作很少大𝑠𝑠𝑤𝑤𝑝𝑝𝑝𝑝𝑝𝑝𝐿𝐿𝑙𝑙𝑖𝑖𝑠𝑠64个期权,2万次模拟金融分析多少

4.2.2系统命令

此外,为模拟实际使用场景,本文在容器中运行常用的 Linux Shell 命令来

测试方案的性能。使用的操作如表:

表测试程序及相应的测试参数

命令描述测试参数

𝐿𝐿𝑝𝑝𝑝𝑝𝑝𝑝多次运行查看容器内的时间信息无𝑝𝑝𝑝𝑝复制 glibc 库中的数据 cp -a 𝐿𝐿𝑝𝑝𝑏𝑏𝑝𝑝构建 DynamoRio 程序 make -j4

(1)𝐿𝐿𝑝𝑝𝑝𝑝𝑝𝑝查看容器内的时间信息。由于该命令执行时间很短,将其作为一个简单的功能测试模型。实际每次调用𝐿𝐿𝑝𝑝𝑝𝑝𝑝𝑝命令获取的时间信息应当实时变化的,但是由于容器内的所有程序都具有可重现性,多次执行𝐿𝐿𝑝𝑝𝑝𝑝𝑝𝑝可以得到确定的输出。

(2)𝑝𝑝𝑝𝑝使用𝑝𝑝𝑝𝑝−𝑝𝑝复制 glibc 2.31标准库函数中的数据。glibc 所占磁盘空间大小为732MB,共15200个文件。𝑝𝑝𝑝𝑝是单线程程序,执行过程中需要大量请求读取等与文件系统相关的系统调用。

(3)𝐿𝐿𝑝𝑝𝑏𝑏𝑝𝑝命令用来编译和构建各种程序,测试软件构建中的可重现性。实验使用𝐿𝐿𝑝𝑝𝑏𝑏𝑝𝑝−𝑗𝑗4命令(4核)编译应用程序二进制翻译工具 DynamoRio

v6.1.0。同时,DynamoRio[68]被设计用来修改程序运行时的执行指令。编译过程测试进程并行执行的性能。

4.3实验设计与分析

实验验证了容器中程序可重现性执行过程,测试了各种配置下程序的运行时间、存储空间等指标,并比较与原生执行、之前的可重现性工作 RR[7]、

DynamoRio 的性能差异。

4.3.1功能验证

首先需要验证能否成功在容器中可重现地执行程序,本文设计了1个简单

的示例程序:在容器中运行𝐿𝐿𝑝𝑝𝑝𝑝𝑝𝑝命令,多次输出的时间信息应当一致:

图𝐿𝐿𝑝𝑝𝑝𝑝𝑝𝑝命令可重现性执行

在这个简单的功能性验证示例中,通过控制可重现性容器内部系统调用设置虚拟时间,在30次执行中输出的容器内部时间信息完全一致。

4.3.2运行时间

表1显示了各种配置的挂钟运行时间,标准化为基线配置的运行时间。octane 旨在运行固定的时间长度并报告分数,因此我们报告基线分数与被测配置分数的比率-重放测试除外,其中报告的分数必然与录音时的分数。对于辛烷值回放测试,我们报告基线分数与记录分数的比率,乘以回放运行时间与记录运行时间的比率。每个测试运行六次,丢弃第一个结果并报告其他五个结果的几何平均值。因此,结果代表暖缓存性能。"单核"报告了使用 Linux 任务集仅将所有线程限制为单核的开销。"Record no-intercept"和"Rep lay no-intercept"报告了禁用进程内系统调用拦截(也禁用块克隆)的开销。"Record no-clo ning"报告仅禁用块克隆的开销。"DynamoRio- null"报告在 DynamoRio

[8](版本6.1.0)" null 工具"下运行测试的开销,以估计使用动态代码检测作为实现技术的开销的下限。(据报道, DynamoRio 是最快的动态代码检测引擎之一。

make 的开销明显高于其他工作负载。将 mak e 强加到单个内核上会导致

严重的减速。此外,使 fork 和 execs 2430进程,大多是短暂的。(下一个最多产的工作负载是89的 sam batest。)进程内系统调用拦截仅在加载拦截库后才开始在进程中工作,但在完成之前至少执行了80次系统调用,因此它的有效性仅限于短暂的过程。图4显示了除 make 之外的工作负载的整体记录和重放。图中的误差线显示95%的置信区间;这些结果在运行中高度稳定。不包括制作,RR 的录制速度低于两倍。不包括 make,RR 的重播开销低于其录制开销。在 c p 中,重放甚至可以比正常执行更快,因为系统调用做的工作更少。对于此处未表示的交互式应用程序,由于消除了空闲期,因此重播所需的时间比原始执行要少得多。

图6将 RR 记录开销与 Dy namoRio 的"空工具"进行了比较,该工具通过 DynamoRio 检测引擎运行所有代码,但不会修改代码,超出维持监督执行所需的任何内容;这代表了最小开销的代码检测配置。DynamoRio 在辛烷值

1上坠毁。cp 执行的用户空间代码非常少,并且

DynamoRio 在该工作负载上的开销很低。在 make 和 sambatest

DynamoRio RR 录制,即使在 make DynamoRio 上也可以利用多个核心。在 htmltest 上,DynamoRi o 的开销非常高,可能是因为该测试运行了大量带有动态生成和修改的机器代码的 Java script。在动态检测之上实现记录和重放会产

生大量的额外开销,因此我们预计最终系统的开销会比 RR 高得多

4.3.2内存消耗

RR 跟踪包含三种数据:克隆(或硬 linked)用于内存映射操作、克隆文件块和所有其他跟踪数据的文件,尤其是事件元数据和一般系统调用的结果。内存映射文件主要是跟踪加载的可执行文件和库。虽然原始文件不会更改或删除,这在实践中通常是正确的,但它们的克隆不会占用额外的空间,也不需要写入数据。RR 没有尝试合并重复的文件克隆,因此大多数跟踪都包含许多重复项,并且在实践中报告这些文件的有意义的空间使用情况既困难又不重要。克隆文件块也是如此。

表2显示了每个工作负载的存储使用情况,以 MB/s 为单位,用于一般
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跟踪数据和克隆文件块。我们计算每个跟踪的数据使用的几何平均值,然后除以工作负载基线配置的运行时间。运行之间的空间消耗几乎没有变化。不同的工作负载的空间消耗率差异很大,但现代系统可以轻松处理几 MB/s。在实际使用中,跟踪存储并不是一个问题。

重复调用,记录执行时间。

4.3.3容器化方法性能损耗

图8综合了图5~图7的实验结果,其中,X

轴表示模型部署时间,Y 轴表示模型训练时间,气

泡大小表示模型部署包括的代码数量。从图8中

可以看出,容器化方法在3个指标上均处于中间位置。和交叉编译的方式相比,容器化方法付出了约

10倍的性能代价,减少了85%的模型部署时间和95%以上的代码数量;和虚拟机的方式相比,仅增加了约30%的模型部署时间和约40%的代码数量,减少了100倍的模型训练时间,大幅提升了模型性能。

初步的实验结果表明,使用交叉编译方式部署

模型虽然可以得到最高的模型性能,但部署周期最长,这是因为在移植模型的过程中需要对库中所有特定的机器源代码进行修改;在设置完毕虚拟机环

境后,Hypervisor虚拟机方式可以大幅减少模型

部署时间的消耗,但每次模型训练都需要运行完整的虚拟机,加载工作环境,和交叉编译方式相比会

带来额外的资源占用;容器化方式和传统 RISC-V

架构下交叉编译深度神经网络模型的方法和使用

Hypervisor虚拟机的方式相比,仅付出相对较小

的额外性能代价,在近似的部署时间内,可实现更

多、更复杂的深度学习软件框架的快速部署和运行。因此,容器化方式及其优化方法是解决基于

RISC-V 架构的软件及学习模型快速部署的一种有效方法。

本节首先进行了交叉编译、Hypervisor虚拟

机和容器化方法的性能比较实验。图5展示了随

机代理、交叉熵和策略梯度算法在3种部署方式下的不同性能表现,比较了强化学习模型在3种方式下的模型训练时间。其中,交叉编译方式运行的模

型训练时间最短;Hypervisor虚拟机方式运行模

型的时间最长,和交叉编译方式相比大约增加了

100倍以上的模型训练时间;容器化方法的模型训

练时间居于二者之间,比交叉编译方式约增加了10倍以上的模型训练时间。

图6展示了随机代理、交叉熵和策略梯度算法

在3种方式下部署模型需要修改的代码行数。在

所有的算法中,交叉编译方式除了对模型本身文件进行修改外,还需要修改深度学习模型依赖库(如

Numpy,Scipy和 Gym 等)中的函数,修改代码数

量最多;使用 Hypervisor虚拟机方式只需对模型

本身文件进行修改,所需修改的代码量最少;容器

化技术需要将深度学习模型文件和所需依赖库进

行封装,无需对库函数进行修改,和 Hypervisor虚
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拟机相比增加了约40%的代码

本节进一步对端到端的模型训练和运行时延

进行了分析,如图7所示。3种部署流程下建立模

型的时间相同,部署到 RISC-V 指令架构的实验平

台的过程中,交叉编译的方式耗费时间最多,Hy-

pervisor虚拟机方式耗费的时间最少。和虚拟机

方式相比,容器化方式在模型部署过程中多耗费了

约30%的时间开销;和交叉编译方式相比,减少了约85%的时间开销。

第6章总结与展望

在进行程序调试、分布式系统构建及机器学习模型训练等应用场景中,往往需要确保程序在不同机器间反复执行能够得到可重现的结果。现有的确定性重放工作难以同时满足确定性和可移植性的要求:一是保证输出的确定性需要对程序进行的额外修改来维护系统时间或标识符的唯一性;二是可移植性差,难以跨机器执行。针对上述问题,本文对基于 RISC-V 架构的容器化可重现方法展开  
研究,主要工作如下:

第一,本文对 Linux 系统下的不确定性进行研究,确定不确定性来源,并就确定性重放问题的国内外研究现状展开调查与分析。

第二,基于上述问题与内容,本文在 x86架构下实现一种容器化可重现方法,建立可重现容器抽象,保证容器内程序强制以可重现的方式运行,且无需对源程序进行修改,并向 RISC-V 平台进行移植优化。该方法通过命名空间等隔离用户进程,利用 ptrace 对标识符、系统调用、信号等中的非确定因素进行追踪、拦截,实现可重现的软件输出。本文还通过模拟器将可重现容器抽象移植到RISC-V 架构下运行。

第三,本文使用 Gem5对 RISC-V 硬件平台进行全系统仿真,并进行容器化可重现方法的实验验证和性能评估。评估结果表明,与 xxxx 相比,。
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