MATLAB Companion Script for *Machine Learning* ex2 (Optional)

**Introduction**

Coursera's*Machine Learning* was designed to provide you with a greater understanding of machine learning algorithms- what they are, how they work, and where to apply them. You are also shown techniques to improve their performance and to address common issues. As is mentioned in the course, there are many tools available that allow you to use machine learning algorithms *without* having to implement them yourself. This Live Script was created by MathWorks to help *Machine Learning* students explore the data analysis and machine learning tools available in MATLAB.

**FAQ**

**Who is this intended for?**

* This script is intended for students using MATLAB Online who have completed ex2 and want to learn more about the corresponding machine learning tools in MATLAB.

**How do I use this script?**

* In the sections that follow, read the information provided about the data analysis and machine learning tools in MATLAB, then run the code in each section and examine the results. You may also be presented with instructions for using a MATLAB machine learning app. This script should be located in the ex2 folder which should be set as your Current Folder in MATLAB Online.

**Can I use the tools in this companion script to complete the programming exercises?**

* No. Most algorithm steps implemented in the programming exercises are handled automatically by MATLAB machine learning functions. Additionally, the results will be similar, but not identical, to those in the programming exercises due to differences in implementation, parameter settings, and randomization.

**Where can I obtain help with this script or report issues?**

* As this script is not part of the original course materials, please direct any questions, comments, or issues to the *MATLAB Help* discussion forum.

Logistic Regression

In this Live Script, logistic regression models are implemented using the fitglm and fitclinear functions from the Statistics and Machine Learning Toolbox. A quick tutorial is also included on the *Classification Learner App*, which provides a graphical interface for creating classification models.

**Files needed for this script**

* ex2data1.txt - Training set for logistic regression with one variable
* ex2data2.txt - Training set for logistic regression with polynomial features
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Logistic Regression with Two Variables

This section covers the MATLAB implementation of logistic regression in two dimensions corresponding to the first part of ex2. Recall that the file ex2data1.txt contains scores for two exams in addition to a binary variable which denotes whether students were admitted to a university. In this section we obtain a logistic regression model to predict admission probability using the fitglm function.

**Load the data into a table and preview the data**

Run the code below to load the data into a table. The first two columns (variables) will contain the exam scores and the third column the admission labels which we convert to logical values. We also compute some summary statistics on the three variables. After the table is displayed used the sort and filter controls (see the ex1 companion script for more information on table variables) to view only the scores of students that were admitted (Admitted = 'true') or denied. Are the results what you would expect?

clear;

data = readtable('ex2data1.txt');

data.Properties.VariableNames = {'Exam1','Exam2','Admitted'};

data.Admitted = logical(data.Admitted)

summary(data)

**Train the model using fitglm**

Logistic regression models fall under a larger class of linear models referred to as *generalized linear models* in MATLAB. To train a generalized linear model, we use the fitglm function. Run the code in this section to train a logistic regression model on the exam data. The result is a GeneralizedLinearModel variable which contains all of the information about the model. Note that to obtain a *logistic* regression model from fitglm, we set the Distribution parameter to binomial as in the code below:

logMdl = fitglm(data,'Distribution','binomial')

Note the form of the model displayed in the output above. This is short-hand for
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where *x* includes the two exam scores and a bias term. As with the linear regression models trained in the ex1 companion script by fitlm, a bias term is added automatically by fitglm.

**Predict the training accuracy and probability of admission**

Recall that a prediction of admission corresponds to a predicted probability > 0.5. Run the code below to extract the *θ* values from the trained model, predict the probability of admission, and compute the training accuracy. Compare with your results from ex2.

theta = logMdl.Coefficients.Estimate

% Predict the probability for a student with scores of 45 and 85

prob = predict(logMdl,[45 85]);

fprintf('For a student with scores 45 and 85, we predict an admission probability of %f\n\n', prob);

% Compute the training accuracy

Admitted = predict(logMdl,data) > 0.5;

fprintf('Train Accuracy: %f\n', mean(double(Admitted == data.Admitted)) \* 100);

**Visualize the decision boundary**

Run the code below to create a grid of exam scores and recreate the decision boundary plot from ex2. A local function, plotMdlData, has been included at the end of this script to create the plot.

figure; hold on;

% Plot the positive and negative examples

plotMdlData(data);

% Plot the decision boundary

xvals = [min(data.Exam1), max(data.Exam1)];

yvals = -(theta(1)+theta(2)\*xvals)/theta(3);

plot(xvals,yvals); hold off;

ylim([min(data.Exam2),max(data.Exam2)]);

% Labels and Legend

xlabel('Exam 1 score')

ylabel('Exam 2 score')

legend('Admitted','Not admitted','Decision Boundary')

hold off;

**Note:** If you have difficulty reading the instructions below while the app is open in MATLAB Online, export this script to a pdf file which you can then use to display the instructions in a separate browser tab or window. To export this script, click on the 'Save' button in the 'Live Editor' tab above, then select 'Export to PDF'.

**Using the Classification Learner App**

In this section we provide the steps to reproduce the results of the previous section using the *Classification Learner App*. This app offers a graphical interface for building, training, and evaluating classification models.

**Load the data**

Run the code below to clear the workspace and reload the housing data. Then follow the instructions in the next few sections to create and train a logistic regression classifier using the app.

clear;

data = readtable('ex2data1.txt');

data.Properties.VariableNames = {'Exam1','Exam2','Admitted'};

**Open the app and select the variables**

1. In the MATLAB Apps tab, select the **Classification Learner** app from the Machine Learning section (you may need to expand the menu of available apps).
2. Select '**New Session -> From Workspace**' to start a new interactive session.
3. Under '**Data Set** **Variable'**, select '**data**' (if not already selected).
4. Under '**Response**' select '**From data set variable**' and '**Admitted**' (if not already selected).
5. Under '**Predictors**' select '**Exam1**' and '**Exam2**' (if already selected).
6. Under '**Validation**' select '**No Validation**'
7. Click the '**Start Session**' button.

**Select and train a classifier model**

There are many available classification models to choose from. In the model list the default model is 'Fine Tree'. To reproduce the logistic regression model obtained in the previous section:

1. Expand the model list and select '**Logistic Regression**' from the '**Logistic Regression Classifiers**' list.
2. Select '**Train**' to train the model.

**Evaluate the model**

After training there are several options available for evaluating the model's performance:

* The results, including training accuracy, prediction speed and training time for the selected model is shown in the '**Current Model**' pane.
* The model predictions including the predicted class and misclassified data points are visualized in the '**Scatter Plot**'. You can view the data points vs. the different predictor variables by selecting the desired variables for each axis from the '**Predictors**' list. (Exam1 and Exam2 are selected by default as there are only two predictors).
* The '**Confusion Matrix**', '**ROC Curve**', and '**Parallel Coordinates**' plots provide additional means of evaluating the model.

**Export the model**

Export and extract the trained model to the MATLAB workspace by following the steps below:

1. Select '**Export Model -> Export Model**'.
2. Select the default output variable name ('trainedModel').
3. Extract the linear model from the output variable by running the command below:

logMdl = trainedModel.GeneralizedLinearModel

The logMdl variable now contains the logistic regression model which can be used in the same manner as the model previously created by fitglm.

Logistic Regression with Polynomial Features

In the second part of ex2, you implemented a regularized logistic regression classifier model to predict whether microchips pass quality assurance based on the scores from two tests. In this section we will obtain a corresponding model using fitglm.

**Load the data**

Run the code below to load the test data and results into a table with test score variables Test1, Test2, and the binary variable Pass.

clear;

data = readtable('ex2data2.txt');

data.Properties.VariableNames = {'Test1','Test2','Pass'};

data.Pass = logical(data.Pass)

summary(data)

**Fit a logistic regression model with polynomial features and interaction terms**

Recall that the different pass/fail outcomes could not be well separated by a logistic regression classifier using only the existing features. Instead, polynomial features up to the sixth power including interaction terms were created to capture the increased complexity of the data. Below we use the fitglm function to fit a logistic regression model including these polynomial features and interaction terms. Unlike your implementation in ex2, we *will not explicitly create these terms*. Instead we'll including an additional*model specification* parameter in the call to fitglm- see the documentation for more information about model specifications.

Run the code below to fit a logistic regression model using with polynomial features and note the form of the model returned.

logMdl = fitglm(data,'poly66','Distribution','binomial')

**Predict the test results and training accuracy**

Next we use the predict function compute the probability of passing for the training examples to obtain the training accuracy. Again it is assumed that a probability > 0.5 corresponds to passing. As with the model training in the previous section, there is no need to map the original features to their polynomial counterparts for prediction as we can pass the original data directly to predict.

% Compute accuracy on our training set

Pass = predict(logMdl,data) > 0.5;

fprintf('Train Accuracy: %f\n', mean(Pass == data.Pass) \* 100);

**Visualize the model and decision boundary**

Run the code in this section to plot the decision boundary and compare with your result from ex2 for ![](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAEkAAAAjCAYAAADYHCfgAAADYklEQVRoQ+2YWaiNURiGn4MMSaYkU66QhAtCIbkhJVIKGVKEkLFkyBzJjZIxUwgpEaEIF4ZLd3KlpIQIyTwUvbvvP62zzv7PXv9un+3ftVbtm7PXWftbz3q/sY64ShKoK7kjbiBCChBBhBQhBRAI2BKVFCEFEAjYkkVJ2jsV2AG8BZYAzwJ+I09bWgBjgbnAB6Ad0Am4DNwEfhYzNguk4cB54AcwGNgM7AL+5olCE7Z0AXYCw4BlwGPb2x84ArwE1gLv/DNCIbW2H7gP3Aa2AX3sxz7XACQpZi+wHFgEHPcedwJwCTgLrAO+uncKhdQXmA/sMUlOAZYCs4H3NQBJYUIAngKzgOeezZ2BE8A0YA5wrhxIPofR5m61AKk9cMAe+SiwGvjuXUhi2WTecgVYAHxM9oQqqZYhDTFX6gesAfalKF/ecRVQ+JgEPKoEJLnfSuBbzt0tubzMnAlcTLFX3vHQvlPmluoKqxwltQLWA71TpJs3ZhuA3WbUGFchnqEDDOBQU5vu+KtcSG4mUMpUSRC6ulpQnBj6Dyn70mJLsey9FdBHKxRSg/OzKmkgcAoYCWyxQJflvtWGpNSvGLQ4I6RbbubOAklZQrWGUr9WOZCyAK3EXtV3KluU0bIoSTXTQuBTFndraZlBkO6ai13w64lK3KoZzlBnoFYqC6Sy3G0ccBrQy6hinQw8qBFIcjW1HVkgHbIWpRBvQ9ytl1Wr462A1A8etr9da4aXr/SRoSXAKGu5Ovj1VClIbhy6YX762xSkZrG+4Aq8WbUDt8xyU3toMan2RGGlsJqCpO/U50g5X6ynuQd0s2mAmtwEUlvr6UpNBP4HJLctUaarr3+8h03qqTvAPOB1CCRVoGr01Nwq+ClL/HFeZgWgqcAI+6g/yutKajuNR9RvvvIM7WiTgenAKmC/OyVIU1J3K8vVPSdu9sYOTuR7Bjhm8E4685k8gnJHJY26fCCBKBUp0DeYKRWDpLZjO7DRJKdD5WbJ6mkK0/BKh2mipxmM31nnDZbChLxhkMXWJ2agPOWgtSCqp174hvuQ3DikKO+6meuiM6ywlMpUVDaa5uWNkNnTBlCWlsupMdfD9rApwfW0hy6V3XJ61+qaFSEF8I6QIqQAAgFbopIipAACAVuikiKkAAIBW/4Bk2fAJIBXxhQAAAAASUVORK5CYII=). The code below creates a grid of test scores, predicts the probability of passing for each pair, the uses contour to estimate the location of the decision boundary where ![](data:image/png;base64,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).

figure; hold on;

% Plot the positive and negative examples

plotMdlData(data);

% Plot the decision boundary

xvals = linspace(min(data.Test1), max(data.Test1));

yvals = linspace(min(data.Test1), max(data.Test2));

[X, Y] = meshgrid(xvals,yvals);

p = predict(logMdl,[X(:),Y(:)]);

contour(X,Y,reshape(p,size(X)),[0.5,0.5]); hold off;

% Labels and legend

xlabel('Test 1 score')

ylabel('Test 2 score')

legend('Pass', 'Fail','Decision Boundary')

Logistic Regression with Regularization

In this section, we use the fitclinear function train a logistic regression model *including regularization*. As the fitclinear function is generally used with *high dimensional data* (i.e. with lots of variables- like our polynomial feature model) where storing data in table variables makes less sense, it takes training data in form of numeric matrices instead.

**Load the data**

Run the code below to load the data into the feature matrix X and response vector y. We then also create the polynomial feature matrix, Xpoly.

clear;

X = load('ex2data2.txt');

y = X(:,3);

X(:,3) = [];

% Create the polynomial feature matrix up to power 6

powers = [nchoosek(0:6,2); fliplr(nchoosek(0:6,2));1 1;2 2;3 3]';

powers(:,sum(powers)>6) = [];

Xpoly = (X(:,1).^powers(1,:)).\*(X(:,2).^powers(2,:));

**Fit the model**

Next, we train the model using fitclinear with the regularization type set to ridge (this is the type of regularization used in ex2) and the strength given by lambda. The result is a ClassificationLinear model variable which contains all of the information about the model. The model coefficients are found in the Bias and Beta properties of the model variable. Use the control select a value of *λ*, then examine the effect on the training accuracy and decision boundary from the results in the next two sections:

% Choose lambda and train the model

lambda = 0.001;

logMdl = fitclinear(Xpoly,y,'Lambda',lambda,'Learner','logistic','Regularization','ridge')

logMdl.Bias

logMdl.Beta

**Predict classes using the regularized model and plot the decision boundary**

The predict function is used below to classify data using the ClassificationLinear model variable in the same manner as with GeneralizedLinearModel variables. However, the predict function will return a*class label* instead of probability score. If needed, we obtain the probaibility scores by requesting a second output from predict. See the code below used to plot the decision boundary. When you are done, try re-training the model using a different value of lambda and examine the effects. Which model do you think will generalize the best?

% Obtain the class labels and compute the training accuracy

Pass = predict(logMdl,Xpoly);

fprintf('Train Accuracy: %f\n', mean(Pass == y) \* 100);

% Plot the positve and negative examples

figure; hold on;

plotMdlData(array2table([X y],'VariableNames',{'Test1','Test2','Pass'}));

% Plot the decision boundary

xvals = linspace(min(X(:,1)), max(X(:,1)));

yvals = linspace(min(X(:,2)), max(X(:,2)));

[Xgrid, Ygrid] = meshgrid(xvals,yvals);

Xpolygrid = (Xgrid(:).^powers(1,:)).\*(Ygrid(:).^powers(2,:));

[~,Score] = predict(logMdl,Xpolygrid); % Obtain the probability scores

contour(Xgrid,Ygrid,reshape(Score(:,2),size(Xgrid)),[0.5,0.5]); hold off;

% Labels and legend

xlabel('Test 1 score')

ylabel('Test 2 score')

legend('Pass', 'Fail','Decision Boundary')

Local Functions:

**plotMdlData**

plotMdlData is used to plot the positive and negative examples for the data sets for better comparison with the plots in ex2.

function [] = plotMdlData(data)

% Reproduce the plots from ex2 with positive and negative results for an input table

% Extract variable names from 3 column table

varNames = data.Properties.VariableNames;

% Plot the data with + for true and 0 for false examples

inds = data.(varNames{3}) == 1;

plot(data.(varNames{1})(inds), data.(varNames{2})(inds), 'k+','LineWidth', 2, 'MarkerSize', 7);

inds = data.(varNames{3}) == 0;

plot(data.(varNames{1})(inds), data.(varNames{2})(inds), 'ko', 'MarkerFaceColor', 'y','MarkerSize', 7);

end