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This week’s exercise was interesting though it wasn't overly complicated. Mostly it involved resetting the parameters of the model. This mostly consisted of setting the values for the model so that it was expecting an image of the right size and the initial parameters for the transform that turned it into scales it up. All in all this showed the use of a pre trained model is a time saving tool, and the process is relatively straightforward. This exercise also showed how you can use the same code with multiple images using the same model only modifying the parameters of the image something that would be very easy to do programmatically in Python or any other language.