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基于深度学习的语音识别技术现状与展望

戴礼荣张仕良黄智颖

(中国科学技术大学语音与语言信息处理国家工程实验室，合肥，230027)

摘要：首先对深度学习的发展历史以及概念进行简要的介绍。然后回顾最近几年基于深度学习的语 音识别的研究进展。这一部分内容主要分成以下5点进行介绍：声学模型训练准则，基于深度学习的声 学模型结构，基于深度学习的声学模型训练效率优化，基于深度学习的声学模型说话人自适应和基于深 度学习的端到端语音识别。最后就基于深度学习的语音识别未来可能的研究方向进行展望。
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Deep Learning for Speech Recognition： Review of State^of the-Arts Technologies and Prospects
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Abstract： In this paper, deep learning is briefly introduced. Then, a review of the research progress of

deep learning based speech recognition is presented from the following five points： Training criterions for

deep learning based acoustic models, different model architectures for deep learning based speech recogni­tion acoustic modeling, scalable and distributed optimization methods for deep learning based acoustic model training, speaker adaptation for deep learning based acoustic model, and deep leaning based end-to- end speech recognition. At the end of this paper，the future possible research points of deep learning

based speech recognition are also proposed.
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引 言

2006年，由于深度学习[12]理论在机器学习中初步的成功应用，开始引起人们的关注。在接下来的 几年里，机器学习领域的研究热点开始逐步地转向深度学习。深度学习使用多层的非线性结构将低层 特征变换成更加抽象的高层特征，以有监督或者无监督的方法对输入特征进行变换，从而提升分类或者 预测的准确性[3]。深度学习模型一般是指更深层的结构[4]模型，它比传统的浅层模型拥有更多层的非 线性变换，在表达和建模能力上更加强大，在复杂信号的处理上会更具优势。
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语音信号是一种非平稳的随机信号，其形成和感知的过程就是一个复杂信号的处理过程。同时，人 类大脑是一种多层或者深层处理结构，对语音信号的处理是一种层次化的处理过程。浅层模型在语音 信号的处理过程中会相对受限，而深层模型在一定程度上模拟人类语音信息的结构化提取过程。由此 可见，深层模型比浅层模型更适合于语音信号处理。深度学习的优势吸引了很多语音信号处理领域的 研究人员的关注，人们开始对其展开了积极的研究。在后来的几年里，经过研究人员的不懈努力，取得 了很多突破性的进展。2 0 0 9年，深度学习首次被应用到语音识别任务[5 ]，相比于传统的高斯混合模型- 隐马尔科夫模型（Gaussian mixture model-hidden Markov model，GMM-HMM)语音识别系统获得了超 过20%的相对性能提升。此后，基于深度神经网络（Deep neural networks，DNN)的声学模型逐渐替代 了 GMM成为语音识别声学建模的主流模型，并极大地促进了语音识别技术的发展，突破了某些实际应 用场景下对语音识别性能要求的瓶颈，使语音识别技术走向真正实用化。本文首先对深度学习做一个 简要概述，然后重点就基于深度学习的语音识别技术现状进行较为详细的讨论，最后就基于深度学习的 语音识别未来可能的研究方向进行展望。

1深度学习简介

深度学习的概念来源于人工神经网络（Artificial neural network，ANN)。人工神经网络是机器学 习与人工智能领域的一种模型[6]。它从信息处理角度对人类大脑的神经元网络进行抽象，从而达到模 拟人脑认知和学习能力的目的。第1个人工神经元叫做阈值逻辑单元（Threshold logc umt，TLU)，是 由McCulloch和Pitts在1943年提出的，由此，开创了人工神经网络研究时代。 1958 年，Rosenblatt 提 出了感知器模型[7]，该模型是使用线性阈值函数的一个非常重要的人工神经网络，在人工神经网络的发 展过程中具有开拓性意义。另外，Rosenblatt还通过模拟人类学习的过程，在Hebb学习法则的基础上， 提出了一种迭代、试错的学习算法——感知器学习算法。感知器是第1个可学习的神经网络模型。这 时感知器一般是指单层非线性变换的网络结构，它仅对线性可分问题具有分类能力，对于线性不可分问 题只能做近似分类。多层感知器（Multilayer perception，MLP)解决了单层感知器的局限性问题，利用 多个单层感知器堆叠而成，并且采用的激活函数不是线性阈值函数而是连续非线性函数。由于MLP是 一种多层的非线性变换模型，其具有强大的表达和建模能力。同时，MLP可以通过误差后向传播算法 (Back propagation，BP)[8]进行训练。但由于MLP的各层激活函数均为非线性函数，模型训练中的损 失函数是模型参数的非凸复杂函数。并且，随着层数的增多，非凸目标函数越来越复杂，局部最小值点 成倍增长，很难进行优化，使用BP进行算法进行网络训练时很难获得全局最优解。因此，目标函数难 以优化的问题导致了 M L P难以展现其强大的表达和建模能力。

深度置信网络（Deep belief networks，DBN)[1]是Hinton等学者在2006年提出的一种无监督的概 率生成模型，用DBN来初始化MLP各层的网络参数能够解决其目标函数难以优化的问题。一般称使 用DBN来初始化的MLP为DNN。DNN模型的训练阶段大致分为两个步骤：（1)预训练（Petan- ing),利用无监督学习的算法来训练受限波尔兹曼机（RestrictedBoltzmann machine，RBM) ,RBM通过 逐层训练并堆叠成DBN; (2)模型精细调整^1^^：!^)，在DBN的最后一层上面增加一层 Softmax 层，将其用于初始化DNN的模型参数，然后使用带标注的数据，利用传统神经网络的学习算法（如BP 算法）来学习DNN的模型参数。如此，具有很多隐层的（即深层的，一般指隐层数大于2乃至几百上千） 的大规模模型参数（一般参数数量百万级左右或以上）的学习或训练问题在训练数据充分的条件下一定 程度上得到了解决，使得其强大的学习和表达能力在机器学习中得以发挥，也直接导致机器学习领域掀 起了深度学习的热潮，同时，有别于MLP的各种新的深层神经网络结构模型也被提出。

早期的DNN主要是特指前馈全连接深层神经网络（Feedforward fully-connected deep neural net- works，FNN)。此后随着深度学习的发展，卷积神经网络（Convolutional neural networks，CNN)和递归 神经网络（Recurrent neural networks，RNN)等网络结构在机器学习不同任务中得到应用，并且相比于 DNN展现出各自的优势，受到越来越广泛的关注。

2基于深度学习的语音识别技术 2.1基于深度学习的声学模型训练准则

本节以基于DNN-HMM的语音识别声学模型框架讨论基于深度学习的声学模型训练准则，该框 架如图1所示。相比于传统的基于GMM-HMM的语音识别框架，其最大的改变是采用DNN替换 GMM模型来对语音的观察概率进行建模。DNN相比于GMM的优势在于：1)使用DNN估计HMM 状态的后验概率分布不需要对语音数据分布进行假设；2)DNN的输入特征可以是多种特征的融合，包 括离散或者连续的；3)DNN可以利用相邻语音帧所包含的结构信息。

最初主流的深层神经网络是最简单的FNN。对于1 个包含L个隐层的FNN，其整个模型可以表示为
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图1 基于DNN-HMM的语音识别系统 Fig. 1 Illustration of hybridDNN-HMM based speech recognition system

n ⑴

hl 1 +bl) 1<Z<L (2)

y — Softmax(™L+1 hL + bL+1 ) (3)

式中表示输入的语音声学特征；{w、b}分别表示z层 的连接权重和偏量；/(•)表示隐层的非线性激活函数。 输出层采用 Softmax 函数得到每个建模单元的后验概率 输出。通过网络的输出和对应的标注可以设计相应的优 化目标函数进行模型的优化。交叉熵（Cross-entropy， CE)准则经常被用作优化目标函数。CE用来衡量目标输 出概率分布和实际输出概率分布之间的相似程度，其值熵 越小相似程度越高，从而模型的性能也就越好。基于CE 准则的优化目标函数为

N T

Fce(W) = — ^H〇gy (、） ⑷

r-1 i-1

式中：y« (s)表示在^时刻第r句话在状态s下对应Softmax层的输出，表示对应的标注。

CE是定义在帧级别上的优化准则，由于语音信号是一个时序信号，所以更为合适的优化准则应该 是定义在整个序列上的优化准则。文献[9]中对比了不同句子级的区分性准则，包括最大互信息量 (Maximum mutual information，MMI)、最小音素错误率（Minimum phone error，MPE)、状态级最小贝 叶斯风险（Statelevel minimum Bayes risk，sMBR)和增强型最大互信息量（Boosted MMI, BMMI)，用来 训练DNN-HMM声学模型。结果表明，不同句子级区分性准则可以获得相近的性能，同时相比于CE 准则可以获得大概10%的相对性能提升。句子级区分性准则通过引入句子级的来自声学模型、词典和 语言模型的约束来调整网络参数，这些约束以网格的形式存储，往往需要占用很大的存储空间。针对于 此，文献[10]提出了一种与网格无关的MMI准则用于DNN的句子级区分性训练。 2.2基于深度学习的语音识别声学模型的结构或类型

2009年，DNN首次被应用到语音识别中[]，其采用的模型为如图1所示的DNN-HMM。当时的实验是在3 h的TIMIT数据库上进行的音素识别实验。网络的输入是拼接帧的语音声学特征，利用DNN 进行特征提取和变换，预测目标则是61个音素对应的183个HMM状态。实验验证了通过P«-tmmmg 技术可以训练包含多个隐层的神经网络，而且随着隐层数目的增加，效果也在提升。而在文献[11]中， 使用绑定的音素状态作为建模单元，使得基于DNN的语音识别首次在大词汇量连续语音识别任务上 取得突破。

在早期的DNN-HMM声学模型中，DNN通常采用基于sgmmd的非线性激活函数，而最近的一些 研究[1214]则提出了一种更为有效的非线性激活函数，称之为修正的线性单元（Rectified lmear umts，Re^ LUs)。这两种激活函数的公式可表达为

Sigmoid :fj(:c) ~- (5)

1十e

ReLUs： /(—) = max(—,0) (6)

相关的研究结果表明，采用基于ReLUs激活函数的DNN相比基于Sgmod的DNN不仅可以获得 更好的性能，而且不需要进行Petrammg，直接采用随机初始化即可。文献[4]发现通过合理的参数 设置，基于ReLUs的DNN(RL-DNN)可以采用很大批量的随机梯度下降（Stochastic gradient descent， SGD)算法进行优化，从而可以很容易地利用多图形处理器（Graphcs pocessmgumt，GPU)进行并行 化训练，而且还进一步地提出了一种绑定标量的规整技术，使得基于大批量优化的RL-DNN训练更加 稳定。

CNN是另一种著名的深度学习模型，在图像领域获得了广泛的应用。相比于DNN，CNN通过采 用局部滤波和最大池化技术可以获得更加鲁棒性的特征。而语音信号的频谱特征也可以看做一幅图 像，每个人的发音存在很大的差异性，例如共振峰的频带在语谱图上就存在不同。所以通过CNN，有效 地去除这种差异性将有利于语音的声学建模。最近的一些工作[1517]也表明，基于CNN的语音声学模型 相比于DNN可以获得更好的性能。文献[17]中通过采用2层CNN，再添加4层DNN的结构，相比于6 层DNN，在大词汇量连续语音识别任务上可以获得相对3%〜5%的性能提升。文献[18]提出将CNN 和RL-DNN相结合，可以获得进一步的性能提升。虽然CNN被应用到语音识别中已有很长一段时间， 但是都只是把CNN当作一种鲁棒性特征提取的工具，所以一般只是在底层使用1〜2层的CNN层，然 后高层再采用其他神经网络结构进行建模。而在最近的一些研究中，CNN在语音识别得到了新的应 用，相比于之前的工作，最大的不同是使用了非常深层的 CNN结构（〇66卩。0打¥〇1也0打&1加1!这1加七- works，DCNN)[19 22]，包含10层甚至更多的卷积层。研究结果也表明深层的CNN往往可以获得更好的 性能。

语音信号是一种非平稳时序信号，如何有效地对长时时序动态相关性进行建模至关重要。由于 DNN和CNN对输入信号的感受视野相对固定，所以对于长时时序动态相关性的建模存在一定的缺陷。 RNN通过在隐层添加一些反馈连接，使得模型具有一定的动态记忆能力，对长时时序动态相关性具有 较好的建模能力。文献[2 3 ]最早尝试将RNN用于语音识别的声学建模，在TIMIT语料库上取得了当 时最好的识别性能。由于简单的RNN会存在梯度消失问题，一个改进的模型是基于长短时记忆单元 (Lomg-short term memory，LSTM)[4]的递归结构。文献[25]使用LSTM-HMM在大数据库上获得了 成功。此后大量的研究人员转移到基于LSTM的语音声学建模的研究中。基于双向LSTM的语音声 学模型系统可以获得相比基于DNN系统超过20%的相对性能提升。文献[26]结合CNN，DNN以及 LSTM各自的优点，提出了 CLDNN结构用于语音的声学建模。

虽然LSTM相比于DNN在模型性能上有极大的优势，但是训练LSTM需要使用沿时间展开的反 向传播算法（Back propagaticm through time，BPTT)算法，会导致训练不稳定，而且训练相比于DNN会 更加耗时。因此如何让前馈型的神经网络也能像LSTM—样具有长时时序动态相关性的建模能力是 一个研究点。文献[27]中提出将RNN沿着时间展开，可以在训练速度和DNN可比的情况下获得更好 的性能。但是进一步的把LSTM结构沿时间展开就比较困难。文献[28]中提出的时间延时神经网络 (Time delay neural networks，TDNN)是另外一种可以对长时时序动态相关性进行建模的前馈型神经 网络。在最近的工作[29 3。]中，TDNN被应用到LVCSR任务上，性能上略差于LSTM。另外，文献 [31〜32]中提出的一种前馈序列记忆网络（Feedforward sequentialmemory networks，FSMN),可以用 更小的模型和更快的速度，取得比LSTM更好的性能。

2. 3基于深度学习的语音识别声学模型训练效率优化

目前DNN-HMM取代GMM-HMM成为语音识别的主流声学模型，获得了显著的性能提升[33 34]， 但是基于DNN的语音识别声学模型的训练是一个相当耗时的过程。随着大数据时代的到来，可以获 得的语音数据也越来越多，因此基于大数据的深度学习语音识别声学模型的训练效率是一个迫切需要 解决的问题。这方面的工作大致可以分成两类：（1)如何利用神经网络的特性，设计结构更加简洁的网 络，从而加速网络的训练；2)如何利用多GPU进行并行化训练。

D N N通过增加隐层以及隐层节点的数目，可以获得很强的模型表达能力。例如在语音识别声学建 模任务中一个常用的DNN网络结构包含6个隐层，每个隐层包含2 048个节点。这样的网络具有很强 的冗余性，这可以通过训练收敛后网络权重的稀疏性得到验证。文献[5]的研究表明，DNN中有大量 的权重阈值小于0.1，这些很小的权重可以强制置为0,不会对网络性能产生很大的影响。相关实验结 果表明，可以将网络中80%的权重置0,从而几乎不损失性能。该做法可以有效地减小模型的参数，但 是并不能加快训练速度。文献[6]则进一步分析了 DNN的稀疏特性，发现越往高层，权重的稀疏性越 强，因而提出了一种隐层节点递减的结构，可有效地减少网络的参数，同时带来接近一倍的训练效率提 升。根据稀疏矩阵不满秩的特性，文献[7]引入了矩阵低秩分解的方法，将原本的DNN权重矩阵分解 成两个小矩阵相乘的形式，从而可以将网络的参数减少30%〜50%。文献[5]进一步地将矩阵低秩分 解和LSTM相结合，称为所谓的LSTMP结构，也可以大幅度地加快LSTM的训练。文献[8]提出一 些节点剪枝的方法，可以大致将50%的节点从网络中去除，而基本不对性能造成损失。

由于单GPU的计算能力有限，很难处理海量数据，所以探究如何进行多CPU或者GPU并行计算 是一个热门研究点。关于这方面的研究首先是分数据的策略，在文献[39〜40]中提出将训练数据分成 很多小份，然后每份在一个单独的GPU上进行运算，将得到的梯度求平均去更新模型。这种方法受限 于SGD训练时必须采用小批量（mmtbateh)不同机器间的频繁交互会导致通信代价很高，从而没法带 来很大的训练速度提升。文献[1]提出将原始数据平均分成N份，然后每份数据利用一台机器单独训 练一个子网络，每次迭代后将这些子网络求平均得到一个总模型，再分到各个机器上进行训练。这种方 式可以有效避免机器之间的通讯代价，但是会导致较大的性能损失。由于机器之间的通讯代价是并行 计算的—个瓶颈，文献[42]提出异步随机梯度下降（Asynchronous stochastic gradient descent，ASGD)， 可以有效地掩蔽通讯代价，利用包含数千个CPU的集群来进行DNN的并行训练。而文献[43]将这种 方法扩展到了 GPU上，利用多GPU进行并行化训练，节约了设备成本。虽然ASGD可以有效地掩蔽 不同计算单元之间的通讯代价，但其扩展性却比较差，当想进一步扩展到更多G P U时，往往会导致明显 的性能损失。针对该问题，文献[44]提出了块模型更新过滤（Blockwise model-update filtering，BMUF) 算法，通过引入梯度动量的方式，不仅可以减少多GPU之间的交互次数，而且基本实现了训练随着 GPU数目的增加而线性加速。 2. 4基于深度学习的语音识别声学模型的说话人自适应

一般来说，说话人无关模型在语音识别性能上要劣于说话人相关模型，但说话人相关模型需要每一 特定说话人的大量语音用于训练，实际应用不具可行性。语音识别声学模型的说话人自适应一般可使 识别性能优于说话人无关模型，并且所需的特定说话人的数据量远低于说话人相关模型的数据量要求。

传统的基于GMM-HMM的语音识别声学模型的说话人自适应技术已经有了很多较成熟的技术。 其大致可以分成两类，一种是模型域的说话人自适应，另一种是特征域的说话人自适应。模型域的说话 人自适应通过对训练好的通用模型进行自适应，从而得到一个说话人相关的模型；特征域自适应是通过 自适应得到说话人无关的特征。

基于深度学习的语音识别声学模型的说话人自适应是近年来语音识别声学模型的说话人自适应的

研究热点。文献[45]将传统的GMM-HMM声学模型的约束最大似然线性回归（Constrained maximum likelihood linear regression，CMLLR)自适应算法应用到了基于深度学习的声学模型自适应，提出了特 征空间区分性线性回归（Featur&space discriminative linear regression，FDLR)的特征域说话人自适应 方法。基于深度学习的语音识别声学模型的自适应研究主要集中在模型域自适应，主要可以归纳为如 下几种：

1. 基于说话人特征的自适应方法。其主要思路是通过一种包含说话人信息并且能够区分不同说 话人的特征矢量，实现对基于深度学习的语音识别声学模型的自适应。鉴别性矢量（deniy vector，i vector)是一种包含说话人信息和信道信息的矢量，基于i-vector的说话人自适应方法利用每个说话人 的语料提取对应的i-vector，然后将i-vector同声学特征相融合[6 47]，从而实现模型域上的说话人自适 应。文献[48]通过提取瓶颈（Bottleneck，BN)特征，将该BN特征以类似的方式融入到基于深度学习的 语音识别声学模型中。另外，基于说话人编码（Speaker code)的说话人自适应[49 51]通过生成说话人特定 的Speaker code，然后将Speaker code输入至基于深度学习的语音识别声学模型的所有层进行模型域的 说话人自适应。
2. 基于模型正则化的说话人自适应方法。该方法直接用特定说话人的少量数据调整一个说话人 无关模型，并通过模型正则化避免易产生的模型过拟合问题。文献[52]提出了一种基于KL散度（Kull- back-Lebler divergence)的说话人自适应方法，该方法通过KL散度约束自适应后模型的后验概率分布 不至于偏离说话人无关模型的分布太远来实现模型的规整。另外，文献[3〜54]通过增加对上、下文无

关（Context independent，CI)的HMM状态类别的自适应学习，一定程度上实现了对上下文相关（Con-

text dependent, CD)声学模型的规整。

1. 基于线性变换的说话人自适应方法。该方法在原始的说话人无关的基于深度学习的语音识别 声学模型中插入一个或若千线性变换层，该变换层通过自适应训练后起到将说话人无关模型转换为特 定说话人模型的作用。文献[5〜57]采用直接插入线性变换层的方式分别在输入层、隐层和输出层进 行线性变换。但是，对于这种直接插入线性变换层的方式来说，每个说话人所需要训练的参数量太大， 易导致模型过拟合。文献[8〜60]将原始的说话人无关模型进行SVD去冗余处理，然后再在SVD层 中插入线性变换层，该线性变换层的参数量比直接插入的方式要少很多，这样大大减少了自适应阶段所 需要训练的参数量，在一定程度上缓解过拟合问题。另外，根据不同说话人在隐层单元的激活程度大小 不一样，文献[61]提出了基于线性隐层单兀分布（Linear hidden unit contribution，LHUC)的说话人自适 应方法，该方法针对每个说话人学习其对应的隐层单元分布，取得了比较好的说话人自适应效果。
2. 基于多基融合的说话人自适应方法。该方法在声学模型空间建立一组基，这组基可以是基于深 度学习的语音识别声学模型[62]，也可以是对应的深层声学模型网络的联结权重[63 64]。再利用每个说话 人的语音数据通过训练来获得对应的插值矢量，通过该插值矢量来对基进行插值，从而获得特定说话人 的声学模型。
3. 基于激活函数的说话人自适应方法。该方法认为每个说话人在深层声学模型网络节点上的激 活程度不一样，因而可以对每个说话人构造一组特定的激活函数实现说话人自适应，该激活函数可以利 用赫尔米特正交函数[65]，或者是参数化的Slgmmd和参数化的ReLUs函数[66]来构建。

说话人无关模型只需要训练和测试两个阶段，而说话人自适应模型一般需要训练、自适应和测试3 个阶段。因此，在实际应用中，自适应阶段会影响语音识别模型的实时性。基于sector的说话人特征 自适应虽然不需要自适应阶段、在实时性上能够满足实际要求，但是，从较短、带噪的句子提取的nee- tor往往不能够非常好地表达说话人信息，因而会出现自适应后性能提升不明显甚至性能变差的情况。 另外，实验表明，现有的说话人自适应方法大多会出现少部分人经过自适应后性能变差的情况，也是值 得注意需要解决的问题。

2.5基于深度学习的端到端语音识别

以上所讨论的基于深度学习的语音识别声学模型建模技术，在模型训练上仍依赖于传统的基于 GMM-HMM语音识别技术，声学模型框架上仍采用类似GMM-HMM的语音识别模型框架。如：声学 模型和语言模型的训练是独立的，通过后端的解码将两者进行融合。声学模型的训练过程中首先需要 利用HMM进行对齐得到训练数据帧级别的标注，所以整个模型的训练分成很多个阶段。针对此问 题，基于深度学习的语音识别技术近期的一个研究热点是如何进行端到端的语音识别。

文献[67〜69]提出采用连续时序分类（Connectionist temporal classification，CTC)[™]和 LSTM 结 合的声学模型，该模型直接对一句语音的音素序列或者绑定的音素（Context-dependent phone，CD^ Phone)序列与对应的语音特征序列进行序列层面建模，不需要利用HMM进行强制对齐得到帧级别的 标注，可以取得相比于传统LSTM-HMM声学模型更好的性能。

语音识别声学模型的输入往往是根据信号处理和人耳的听觉特性设计的声学特征，例如M FCC， PLP和FBK等。但是这些特征的提取和声学模型的训练相互独立，而且声学特征的提取准则和声学模 型优化准则之间存在一定的不匹配性，所以让神经网络直接从原始的语音波形中去学习特征更为合理。 文献[71 ]提出一种直接输入对数功率谱，利用网络学习得到FBK特征的方法，这样FBK特征的提取和 后端的声学模型就可以联合优化，可以获得相比于FBK特征更好的性能。文献[72]直接使用原始的语 音波形进行输入，利用CNN学习特征，后端采用LSTM和DNN进行声学建模，可以取得和FBK特征 可比的性能。文献[3〜75]将基于时域波形的单通道语音声学建模进一步推广到多通道上，实验结果 表明采用时域卷积层可以利用多通道的语音波形进行波束形成和空域滤波，并且相比传统的基于阵列 信号处理的多通道语音增强技术，例如Delay-and-sum和Filter-and-sum,可以获得更好的性能。文献 [76]对上述方法进行进一步的改进，将时域卷积的滤波器系数变成和输入相关的一组系数，从而使得模 型的滤波具有一定的自适应效果。

端到端的语音识别的另外一个方法是基于编码和解码（encoder-decoder)模型以及注意（attention) 模型[77]，直接实现从语音声学特征序列到最终句子级的音素序列、字符序列或词序列的输出。该方法 同样不需要进行分帧以及得到帧级别的标注。文献[78〜79]使用基于Attention的Encoder-decoder模 型在TIMIT数据库上取得了和主流混合神经网络以及HMM模型相当的性能。但是在大词汇量连续 语音识别任务上，该方法的性能[8°81]目前和最好的语音识别系统的性能还有一定的差距。

3结束语

当前基于深度学习的语音识别技术相比于传统GMM-HMM技术已经取得了很大的进展。在安静

环境下目前基于深度学习的语音识别技术已经达到了实用化水平。但是在一些特殊环境下，比如噪声 千扰比较强或者是在远场情况下，语音识别系统的性能依然没有达到实用化要求。目前远场识别的错 误率是近场的2倍左右，所以解决远场以及强噪声千扰情况下的语音识别是目前有待进一步研究的问 题。这方面目前的主要做法是将语音识别和麦克风阵列相结合。通过阵列信号处理技术，将多通道语 音进行增强，然后后端再利用深度学习的方法进行声学建模。显然这种方案有待进一步优化，如：如何 将阵列信号处理技术和深度学习方法相结合，利用阵列信号处理的知识指导深度神经网络的结构设计， 从而直接从多通道语音信号中学习多通道语音增强方法然后和后端声学模型联合优化。目前较为成熟 的基于深度学习的语音识别技术在语音识别系统训练流程上还是比较复杂，需要很多中间步骤，例如需 要进行强制对齐得到标注，需要根据词典训练语言模型及需要将声学模型和语言模型进行联合解码，所 以探究更为简单的、高识别性能的端到端语音识别技术是未来一个值得关注的研究方向。
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