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# Apresentação da Componente Curricular

Nesta componente você vai entender os principais conceitos de Aprendizagem de Máquina. Você entenderá alguns os príncipios do aprendizado de máquina, como sobreajuste, generalização e o papel da otimização nesse aprendizado. Irá conhecer e explorar modelos Supervisionados e não Supervisionados de Aprendizado e aplicá-los nas tarefas mais comuns de Regressão, Classificação e Clusterização de Dados. Verá também princípios de técnicas de Mineração de Regras de Associação, Sistemas de Recomendação e de Modelos Neurais. Para todos esses conceitos você irá implementar soluções práticas empregando os principais pacotes Python para o aprendizado de máquina, como o scikit-learn.

## Como empregar este material

Ao longo de textos apresentamos e exploramos os conceitos com várias implementações em Python e seu pacotes. Mas **este não é um curso de programação**. Nosso foco é nos conceitos do Aprendizado de Máquina e o uso de implementações aqui é útil para explorarmos e aprofundarmos os conceitos aprendidos. Assim, você pode apreciar e compreender vários dos conceitos que serão apresentados com uma simples *leitura diagonal* dos códigos e os exercícios e atividades propostos irão requerer apenas o reuso de códidos e soluções prontas, com pequenas adaptações a cada problema, que propriamente a codificação e implementação de soluções completas.

De qualquer modo, como outros texto que incluem programação, o código é parte integrante do texto e é importante que você acompanhe a leitura dos códigos fornecidos com execuções, experimentações e se tiver interesse, consultando a documentação das api's e pacotes empregados. O texto discute o que é essencial nos códigos mas não discute cada comando e detalhe da codificação. Isso pode ser lido diretamente no código dos programas, e opções menos importantes podem ser exploradas pelo leitor na documentação dos pacotes.

Em cada trilha você ainda vai encontrar sugestões de consultas *Para Saber Mais* e referências, muitas delas eletrônicas para seu fácil acesso. Em todas as trilhas (exceto a trilha 1) você vai encontrar também casos práticos de implementação. Por último, ao longo do texto alguns códigos são empregados unicamente para produzir figuras ou reproduzir resultados que ajudam a explicar o conceito ou a ideia que é apresentada. Esses códigos não têm um interesse particular e você pode deixar de explorá-los se quiser (eles aparecem com o comentário *you can skip this code!*).

## Programa

Os conteúdos da disciplina estão divididos do seguinte modo, e consideramos útil adicionar também os casos e principais algoritmos empregados em cada uma das 8 trilhas de aprendizagem:

1. [**Apresentação**](https://colab.research.google.com/github/Rogerio-mack/BIG_DATA_Analytics_Mineracao_e_Analise_de_Dados/blob/main/BIG_T0_Apresentacao.ipynb)
2. **[Introdução: Mineração, Ciência de Dados e o Aprendizado de Máquina](https://colab.research.google.com/github/Rogerio-mack/BIG_DATA_Analytics_Mineracao_e_Analise_de_Dados/blob/main/BIG_T1_Introducao_a_Ciencia_de_Dados_e_ML.ipynb)**
3. **[Regressão e Classificação: Regressão Linear e Logística](https://colab.research.google.com/github/Rogerio-mack/BIG_DATA_Analytics_Mineracao_e_Analise_de_Dados/blob/main/BIG_T2_Regressao_e_Classificacao.ipynb)**
4. [**Classificação e Métricas**](https://colab.research.google.com/github/Rogerio-mack/BIG_DATA_Analytics_Mineracao_e_Analise_de_Dados/blob/main/BIG_T3_Classificacao_e_Metricas.ipynb)
5. **[K-Vizinhos Mais Próximos, Validação Cruzada e GridSearch](https://colab.research.google.com/github/Rogerio-mack/BIG_DATA_Analytics_Mineracao_e_Analise_de_Dados/blob/main/BIG_T4_Knn_CV_GridSearch.ipynb)**
6. **[Árvores de Decisão, Seleção de Atributos e outros Classificadores](https://colab.research.google.com/github/Rogerio-mack/BIG_DATA_Analytics_Mineracao_e_Analise_de_Dados/blob/main/BIG_T5_DecisionTrees_MutualInfo_others.ipynb)**
7. [**Aprendizado não Supervisionado: Clustering**](https://colab.research.google.com/github/Rogerio-mack/BIG_DATA_Analytics_Mineracao_e_Analise_de_Dados/blob/main/BIG_T6_Clustering.ipynb)
8. **[Aprendizado não Supervisionado: Regras de Associação e Filtros de Conteúdo](https://colab.research.google.com/github/Rogerio-mack/BIG_DATA_Analytics_Mineracao_e_Analise_de_Dados/blob/main/BIG_T7_Regras_de_Associacao_e_Filtros.ipynb)**
9. [**Redes Neurais e Deep Learning**](https://colab.research.google.com/github/Rogerio-mack/BIG_DATA_Analytics_Mineracao_e_Analise_de_Dados/blob/main/BIG_T8_Modelos_Neurais.ipynb)

|  |  |  |
| --- | --- | --- |
| **Trilha** | **Casos Práticos** | **Principais Algoritmos** |
| 1. | - | - |
| 2. | CASO: Estimando o Preço de Veículos | Regressão Linear |
|  | CASO: Estimando o tipo de Transmissão dos Veículos | Regressão Logística |
| 3. | CASO: 10 year risk of coronary heart disease CHD | Regressão Logística |
| 4. | CASO: Breast Cancer biopsy | K-Vizinhos mais Próximos |
| 5. | CASO: Classifying Political Parties Based on Congressional Votes | Decision Trees & Random Forest |
| 6. | CASO: Segmentando Estados para Políticas e Campanhas de não Violência | K-Médias |
|  | CASO: Wholesale Customer Data | Clustering Hierárquico |
| 7. | CASO: UK Online Retail Data Set | Apriori |
|  | CASO: Spotify Music Recommendation | Knn não Supervisionado |
| 8. | CASO: Kyphosis Diagnostic | MLP e Deep Learning |
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